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END OF FIRST CHANGE
SECOND CHANGE
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [3] and the following apply.

3GP
3GPP file format
AAC
Advanced Audio Coding

ADU
Application Data Unit

AVC
Advanced Video Coding

CC/PP
Composite Capability / Preference Profiles

CPB
Coding Picture Buffer

CVO
Coordination of Video Orientation

DCT
Discrete Cosine Transform

DIMS
Dynamic and Interactive Multimedia Scenes

DLS
Downloadable Sounds

DRM
Digital Rights Management

Enhanced aacPlus
MPEG-4 High Efficiency AAC plus MPEG-4 Parametric Stereo

GIF
Graphics Interchange Format

HDTV
High-Definition TeleVision
HEVC
High Efficiency Video Coding

HTML
Hyper Text Markup Language

HTTP
Hypertext Transfer Protocol

HTTPS

Hypertext Transfer Protocol Secure

ITU-T
International Telecommunications Union – Telecommunications

JFIF
JPEG File Interchange Format

MIDI
Musical Instrument Digital Interface

MIME
Multipurpose Internet Mail Extensions

MMS
Multimedia Messaging Service

MPD
Media Presentation Description

MPEG-2 TS
Moving Picture Experts Group Transport Stream

NADU
Next Application Data Unit

OMA
Open Mobile Alliance

PDCF
Packetized DRM Content Format

PNG
Portable Networks Graphics

PSS
Packet-switched Streaming Service

QCIF
Quarter Common Intermediate Format

RAP
Random Access Point

RDF
Resource Description Framework

RFC
Request For Comments

RTCP
RTP Control Protocol

RTP
Real-time Transport Protocol

RTSP
Real-Time Streaming Protocol

SBR
Spectral Band Replication

SDP
Session Description Protocol

SMIL
Synchronised Multimedia Integration Language

SP-MIDI
Scalable Polyphony MIDI

SPS
Sequence Parameter Set

SRTP
The Secure Real-time Transport Protocol

SVG
Scalable Vector Graphics

UAProf
User Agent Profile

UCS-2
Universal Character Set (the two octet form)

URI
Uniform Resource Identifier

URL
Uniform Resource Locator

UTC
Universal Time Coordinated
UTF-8
Unicode Transformation Format (the 8-bit form)

VCL
Video Coding Layer

VPS
Video Parameter Set

W3C
WWW Consortium

WML
Wireless Markup Language

XHTML
eXtensible Hyper Text Markup Language

XMF
eXtensible Music Format

XML
eXtensible Markup Language

XSLT
eXtensible Stylesheet Language Transformation

END OF SECOND CHANGE
THIRD CHANGE
5.3.2.4
Video buffering headers

The following header fields are specified for the response of an RTSP PLAY request only:

-
x-predecbufsize:<size of the pre-decoder buffer>

-
x-initpredecbufperiod:<initial pre-decoder buffering period>

-
x-initpostdecbufperiod:<initial post-decoder buffering period>

-
3gpp-videopostdecbufsize:<size of the video post-decoder buffer>

The header fields "x-predecbufsize", "x-initpredecbufperiod", "x-initpostdecbufperiod", and "3gpp-postdecbufsize" have the same definitions as the corresponding SDP attributes (see clause 5.3.3.2) "X-predecbufsize", "X-initpredecbufperiod", "X-initpostdecbufperiod", and "3gpp-postdecbufsize", respectively, with the exception that the RTSP video buffering header fields are valid only for the range specified in the RTSP PLAY response.

For H.263 the usage of these header fields is specified in Annex G.

For H.264 (AVC) or H.265 (HEVC), PSS servers shall include these header fields in an RTSP PLAY response whenever the values are available in the 3GP file used for the streaming session. If the values are not available in the 3GP file, it is optional for the servers to signal the parameter values in RTSP PLAY responses.
END OF THIRD CHANGE
FOURTH CHANGE
5.3.3.2
Additional SDP fields

The following additional media level SDP fields are defined for PSS:

- 
"a=X-predecbufsize:<size of the hypothetical pre-decoder buffer>"
If the field is an attribute for an H.263 stream and rate adaptation (see clause 10.2) is not in use, this gives the suggested size of the Annex G hypothetical pre-decoder buffer in bytes.

If the field is an attribute for an H.263 stream and rate adaptation is in use, this gives the suggested minimum size of a buffer (hereinafter called the pre-decoder buffer) that is used to smooth out transmit time variation (compared to flat-bitrate transmission scheduling) and video bitrate variation.


If the field is an attribute for an H.264 (AVC) stream, the H.264 (AVC) bitstream is constrained by the value of "CpbSize" equal to X-predecbufsize * 8 for NAL HRD parameters, as specified in [90]. For the VCL HRD parameters, the value of "CpbSize" is equal to X-predecbufsize * 40 / 6. The value of "X-predecbufsize" for H.264 (AVC) streams shall be smaller than or equal to 1200 * MaxCPB, in which the value of "MaxCPB" is derived according to the H.264 (AVC) profile and level of the stream, as specified in [90]. If "X-predecbufsize" is not present for an H.264 (AVC) stream, the value of "CpbSize" is calculated as specified in [90].


If the field is an attribute for an H.265 (HEVC) stream, the H.265 (HEVC) bitstream is constrained such that, for the NAL HRD parameters, the value of CpbSize[ i ] for at least one value of i in the range of 0 to cpb_cnt_minus1[ HighestTid ], inclusive, as specified in [117], is less than or equal to X-predecbufsize * 8, and for the VCL HRD parameters, the value of CpbSize[ i ] for at least one value of i in the range of 0 to cpb_cnt_minus1[ HighestTid ], is less than or equal to X-predecbufsize * 80 / 11. The value of "X-predecbufsize" for H.265 (HEVC) streams shall be smaller than or equal to 1100 * MaxCPB, in which the value of "MaxCPB" is derived according to the H.265 (HEVC) profile and level of the stream, as specified in [117]. If "X-predecbufsize" is not present for an H.265 (HEVC) stream, the value of "CpbSize" is calculated as specified in [117].

-
"a=X-initpredecbufperiod:<initial pre-decoder buffering period>" 
If the field is an attribute for an H.263 stream and rate adaptation is not in use, this gives the required initial pre-decoder buffering period specified according to Annex G. Values are interpreted as clock ticks of a 90-kHz clock. That is, the value is incremented by one for each 1/90 000 seconds. For example, value 180 000 corresponds to a two second initial pre-decoder buffering.

If the field is an attribute for an H.263 stream and rate adaptation is in use, this gives the suggested minimum greatest difference in RTP timestamps in the pre-decoder buffer after any de-interleaving has been applied. Note that X-initpredecbufperiod is expressed as clock ticks of a 90-kHz clock. Hence, conversion may be required if the RTP timestamp clock frequency is not 90 kHz.


If the field is an attribute for an H.264 (AVC) stream, the H.264 (AVC) bitstream is constrained by the value of the nominal removal time of the first access unit from the coded picture buffer (CPB), tr,n( 0 ), equal to "X-initpredecbufperiod" as specified in [90]. If "X-initpredecbufperiod" is not present for an H.264 (AVC) stream, tr,n( 0 ) shall be equal to the earliest time when the first access unit in decoding order has been completely received.


If the field is an attribute for an H.265 (HEVC) stream, the H.265 (HEVC) bitstream is constrained such that the value of the nominal removal time of the first access unit from the coded picture buffer (CPB), AuNominalRemovalTime[ 0 ], as specified in [117], is equal to "X-initpredecbufperiod". If "X-initpredecbufperiod" is not present for an H.265 (HEVC) stream, the value of AuNominalRemovalTime[ 0 ] shall be equal to the earliest time when the first access unit in decoding order has been completely received.

-
"a=X-initpostdecbufperiod:<initial post-decoder buffering period>"
If the field is an attribute for an H.263 stream and rate adaptation is not in use, this gives the required initial post-decoder buffering period specified according to Annex G. Values are interpreted as clock ticks of a 90-kHz clock.

If the field is an attribute for an H.263 stream and rate adaptation is in use, this gives the initial post-decoder buffering period assuming that the hypothetical decoding and post-decoder buffering model given in points 5 to 10 in clause G.3 of Annex G would be followed. Note that the operation of the post-decoder buffer is logically independent from rate adaptation and is used to compensate non-instantaneous decoding of pictures.


If the field is an attribute for an H.264 (AVC) stream, the H.264 (AVC) bitstream is constrained by the value of dpb_output_delay for the first decoded picture in output order equal to "X-initpostdecbufperiod" as specified in [90] assuming that the clock tick variable, tc, is equal to 1 / 90 000. If "X-initpostdecbufperiod" is not present for an H.264 (AVC) stream, the value of dpb_output_delay for the first decoded picture in output order is inferred to be equal to 0.


If the field is an attribute for an H.265 (HEVC) stream, the H.265 (HEVC) bitstream is constrained such that the value of pic_dpb_output_delay for the first decoded picture in output order, as specifeid in [117], is equal to "X-initpostdecbufperiod", assuming that the clock tick, ClockTick, is equal to 1 / 90 000. If "X-initpostdecbufperiod" is not present for an H.265 (HEVC) stream, the value of pic_dpb_output_delay for the first decoded picture in output order is inferred to be equal to 0.

-
"a=X-decbyterate:<peak decoding byte rate>" 
If the field is an attribute for an H.263 stream and rate adaptation is not in use, this gives the peak decoding byte rate that was used to verify the compatibility of the stream with Annex G. Values are given in bytes per second.


If the field is an attribute for an H.263 stream and rate adaptation is in use, "X-decbyterate" has no meaning.

This field shall not be present for an H.264 (AVC) or H.265 (HEVC) stream.

-
"a=3gpp-videopostdecbufsize:<size of the video post-decoder buffer>"

This attribute may be present for an H.264 (AVC) or H.265 (HEVC) stream and it shall not be present for other types of streams.

If the attribute is present for an H.264 (AVC) stream, the H.264 (AVC) bitstream is constrained by the value of "max_dec_frame_buffering" equal to Min( 16, Floor( 3gpp-videopostdecbufsize / ( PicWidthInMbs  * FrameHeightInMbs * 256 * ChromaFormatFactor ) ) ) as specified in [90]. If "3gpp-videopostdecbufsize" is not present for an H.264 (AVC) stream, the value of "max_dec_frame_buffering" is inferred as specified in [90].


If the attribute is present for an H.265 (HEVC) Main profile stream, the H.265 (HEVC) bitstream is constrained such that the value of sps_max_dec_pic_buffering_minus1[ HighestTid ] + 1 as specified in [117] is less than or equal to Floor( 3gpp-videopostdecbufsize / ( PicSizeInSamplesY * 3 / 2 ) ), where PicSizeInSamplesY is as specified in [117]. If "3gpp-videopostdecbufsize" is not present for an H.265 (HEVC) stream, the value of sps_max_dec_pic_buffering_minus1[ HighestTid ] + 1 is inferred as specified in [117].

If none of the attributes "a=X-predecbufsize:", "a=X-initpredecbufperiod:", "a=X-initpostdecbufperiod:", and "a=x-decbyterate:" is present for an H.263 stream, clients should not expect a packet stream according to Annex G. If at least one of the listed attributes is present for an H.263 stream, and if the client does not choose the usage of bit-rate adaptation via RTSP as described in clause 5.3.2.2, the transmitted video packet stream shall conform to Annex G. If at least one of the listed attributes is present for an H.263 stream, but some of the listed attributes are missing in an SDP description, clients should expect a default value for the missing attributes according to Annex G.

If the interleaved packetization mode of H.264 (AVC) is in use, attributes "a=X-predecbufsize:", "a=X-initpredecbufperiod:", "a=X-initpostdecbufperiod:", and "a=3gpp-videopostdecbufsize:" apply to an H.264 (AVC) bitstream when de-interleaving of the stream from transmission order to decoding order has been done.

For an H.265 (HEVC) stream transmitted over RTP using the RTP payload format as specified in [118], the attributes "a=X-predecbufsize:", "a=X-initpredecbufperiod:", "a=X-initpostdecbufperiod:", and "a=3gpp-videopostdecbufsize:" apply to the video stream that is the output of the de-packetization process.

The following media level SDP field is defined for PSS:

- 
"a=framesize:<payload type number> <width>-<height>"
This gives the largest video frame size of H.263 streams.

The frame size field in SDP is needed by the client in order to properly allocate frame buffer memory.  For H.264 (AVC) streams, the frame size shall be extracted from the sprop-parameters-sets parameter in the SDP, when present. For H.265 (HEVC) streams, the frame size shall be extracted from the sprop-sps parameter in the SDP, when present.
For H.263 streams, a PSS server shall include the "a=framesize" field at the media level for each stream in SDP, and a PSS client should interpret this field, if present. Clients should be ready to receive SDP descriptions without this attribute.

If this attribute is present, the frame size parameters shall exactly match the largest frame size defined in the video stream. The width and height values shall be expressed in pixels.

If RTP retransmission is supported, the following SDP attribute shall be supported by the client and server:

-
"a=rtcp-fb" according to clause 4.2 in [57].

If CVO information is signalled in the RTP Header Extension as specified in clause 6.2.5, the PSS server shall signal this in the SDP by including the a=extmap attribute [114] indicating the CVO URN under the relevant media line scope. The CVO URN is: urn:3gpp:video-orientation. Here is an example usage of this URN to signal CVO relative to a media line: 

a=extmap:7 urn:3gpp:video-orientation
The number 7 in the example may be replaced with any number in the range 1-14.

If Higher Granularity CVO information is signalled in the RTP Header Extension as specified in clause 6.2.5, the PSS server shall signal this in the SDP in a similar fashion with the CVO URN: urn:3gpp:video-orientation:6. Here is an example usage of this URN to signal CVO relative to a media line: 

a=extmap:5 urn:3gpp:video-orientation:6
The following media level SDP attribute is defined, in ABNF [53] format, for PSS:

sdp-3GPP-frame-packing-type-line = "a" "=" "3GPP-framepackingtype" ":" frame-packing-type ":" payload-type-number CRLF

frame-packing-type  =  1*DIGIT
payload-type-number = 1*DIGIT
The frame-packing-type value specifies the frame packing format of the described frame-packed stereoscopic 3D video. The frame-packing-type value is an integer value that shall be equal to a value in the ‘Value’ column of VideoFramePackingType table specified in [116] and be interpreted according to the ‘Interpretation’ column in the same table. The payload-type-number value indicates to which payload formats the attribute applies to.

If offering frame-packed stereoscopic 3D video as defined in clause 7.4, a PSS server shall include the sdp-3GPP-frame-packing-type-line at the media level. If a PSS client supports frame packed stereoscopic 3D video as defined in clause 7.4, then it shall be able to interpret this SDP attribute when present. The absence of this attribute indicates that the video component is not a frame-packed stereoscopic 3D video.
NOTE: If a PSS client supports frame-packed stereoscopic 3D video, frame packing types as defined in clause 7.4 are supported by the PSS client.
END OF FOURTH CHANGE
FIFTH CHANGE
5.4
MIME media types

For continuous media the following MIME media types shall be used:

-
AMR narrow-band speech codec (see sub-clause 7.2) MIME media type as defined in [11];

-
AMR wideband speech codec (see sub-clause 7.2) MIME media type as defined in [11];

· Extended AMR-WB codec (see sub-clause 7.3) MIME media type as defined in [85];

· Enhanced aacPlus and MPEG-4 AAC audio codecs (see clause 7.3) MIME media type as defined in RFC 6416 [13].
The following applies to servers when this MIME type is used in SDP:

1. Configuration information is exclusively carried out-of-band in the SDP “config” parameter; this shall be signaled by sending “cpresent=0”.

2. A PSS server serving implicitly signaled Enhanced aacPlus content shall include “SBR-enabled=1” in the “a=fmtp” line; it shall include “SBR-enabled=0” if it serves plain AAC content.

3. A PSS server serving explicitly signaled content is recommended not to include the “SBR-enabled” parameter in the “a=fmtp” line.


Therefore, the following applies to terminals:

1. The rtpmap rate parameter should not be considered definitive of the sampling rate (though it is, of course, definitive of the timescale of the RTP timestamps).
2. If explicit signaling is in use, the StreamMuxConfig contains both the core AAC sampling rate and the SBR sampling rate. The appropriate output sampling rate may be chosen dependant on Enhanced aacPlus support.
3. If explicit signalling is not in use and no SBR-enabled parameter is present, the StreamMuxConfig contains the AAC sampling rate and the appropriate output sampling rate may be set to this indicated rate. 
4. If explicit signalling is not in use and the SBR-enabled parameter is present, terminals supporting Enhanced aacPlus should set the output sampling rate to either the core AAC sampling rate as indicated in the StreamMuxConfig [21] (where “SBR-enabled” is set to “0”) or twice the indicated rate (where “SBR-enabled” is set to “1”);
-
H.263 [22] video codec (see sub-clause 7.4) MIME media type as defined in clause 8.1.2 of [14]. In order to guarantee backward compatibility with earlier Releases (before Release 7), MIME parameters other than “profile” and “level” should not be used;

-
H.264 (AVC) [90] video codec (see sub-clause 7.4) MIME media type as defined in [92];

-
H.265 (HEVC) [117] video codec (see sub-clause 7.4) MIME media type as defined in [118];

-
3GPP timed text format [51] MIME media type as defined in sub-clause 7.1 of [80];

-
enc-isoff-generic MIME media type as defined in [102] and used in Annex R;

-
RTP retransmission payload format MIME media types as defined in clause 8 of [81];

-
DIMS MIME media type as defined in [98].

MIME media types for JPEG, GIF, PNG, SP-MIDI, Mobile DLS, Mobile XMF, SVG, timed text, 3GP and XHTML can be used in the "Content-type" field in HTTP, "content_type" field in the item information box of 3GP files, and in the "type" attribute in SMIL 2.0, SVG Tiny 1.2 and DIMS. The following MIME media types shall be used for these media:

-
JPEG (see sub-clause 7.5) MIME media type as defined in [15];

-
GIF (see sub-clause 7.6) MIME media type as defined in [15];

-
PNG (see sub-clause 7.6) MIME media type as defined in [38];

-
SP-MIDI (see sub-clause 7.3A) MIME media type as defined in clause C.2 in Annex C of the present document;

-
DLS MIME media type to represent Mobile DLS (see sub-clause 7.3A) as defined in  [97];

-
Mobile XMF (see sub-clause 7.3A) MIME media type as defined in clause C.3 in Annex C of the present document;

-
SVG (see sub-clause 7.7) MIME media type as defined in [42];

-
XHTML (see sub-clause 7.8) MIME media type as defined in [16];

-
Timed text (see sub-clause 7.9) MIME media type as defined in [79];

-
3GP files (see sub-clause 7.10) MIME media type as defined in [79].

MIME media type used for SMIL files shall be according to [31] and for SDP files according to [6].

NOTE:
The 3GP MIME media type [79] is used for all 3GP files, including 3GP files carrying timed text, DIMS, images, etc.

END OF FIFTH CHANGE
SIXTH CHANGE
6.2.3.2
RTCP App packet for client buffer feedback (NADU APP packet)

A PSS client supporting Signalling for Client Buffer Feedback (see clause 10.2.3) shall report the next application data unit to be decoded for buffer status reporting and rate adaptation by sending the RTCP APP packet. A NADU APP packet shall be sent only after the client has received at least one RTP packet on the media stream and shall be accompanied by a complementary RR packet. The RR and NADU packets shall contain information that represents a single simultaneous 'snapshot' of the media stream. The format of a generic RTCP APP packet is shown in Figure 3 below:

0                   1                   2                   3   
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|V=2|P| subtype |   PT=APP=204  |             length            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                           SSRC/CSRC                           |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                          name (ASCII)                         |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   application-dependent data                ...
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 3: Generic Format of an RTCP APP packet.

For rate adaptation the name and subtype fields must be set to the following values:

name: The NADU APP data format is detected through the name "PSS0", i.e. 0x50535330 and the subtype.

subtype: This field shall be set to 0 for the NADU format.

length: The number of 32 bit words –1, as defined in RFC 3550 [9]. This means that the field will be 2+3*N, where N is the number of sources reported on. The length field will typically be 5, i.e. 24 bytes packets.

application-dependent data: One or more of the following data format blocks (as described in Figure 4) can be included in the application-dependent data location of the APP packet. The APP packets length field is used to detect how many blocks of data are present. The block shall be sent for the SSRCs for which there are a report block as part of either a Receiver Report or a Sender Report, included in the RTCP compound packet. A NADU APP packet shall not contain any other data format than the one described in figure 4 below.

0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              SSRC                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      Playout Delay            |            NSN                |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Reserved           |   NUN   |    Free Buffer Space (FBS)    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 4: Data format block for NADU reporting

SSRC: The SSRC of the media stream the buffered packets belong to.

Playout delay (16 bits): The difference in milliseconds between the scheduled playout time of the next ADU to be decoded, (whose sequence number is indicated in the NSN field) and the current time when generating the RTCP packet that contains the NADU APP block, both measured on the media playout clock. The client shall always indicate this value, unless it is not well defined, when it may use the reserved value (0xFFFF). When the buffer is empty (the client has not yet received the packet with sequence number NSN), the playout delay is not well defined and the client should use the reserved value 0xFFFF for this field. When the media clock is not advancing (e.g. while paused or re-buffering), the playout delay corresponds to the difference between the playout time of the next ADU and the media time at which playout will resume.

The point at which the media playout clock is measured should be chosen such that, if the only packet in the buffer is that with sequence number NSN, the playout delay indicates the time remaining until the media playout will 'starve' and this stream might need re-buffering. In the calculations of playout delay above, this point is used to determine the playout point of a media packet even though actual playout may occur later in the decoding chain. The target buffer time (see clause 5.3.2.2) must be measured from the same point.

The playout delay allows the server to have a more precise value of the amount of time before the client will underflow. The playout delay shall be computed until the actual media playout (i.e., audio playback or video display).

NSN (16 bits): The RTP sequence number of the next ADU to be decoded for the SSRC reported on. In the case where the buffer does not contain any packets for this SSRC, the next not yet received sequence number shall be reported, i.e. an NSN value that is one larger than the least significant 16 bits of the RTCP SR or RR report block's "extended highest sequence number received". 

NUN (5 bits): The unit number (within the RTP packet) of the next ADU to be decoded. The first unit in a packet has a unit number equal to zero. The unit number is incremented by one for each ADU in an RTP packet. In the case of an audio codec, an ADU is defined as an audio frame. In the case of H.264 (AVC) or H.265 (HEVC), an ADU is defined as a NAL unit. In the case of H.263 an ADU is defined as a whole or a part of an H.263 video picture that is included in a RTP packet. In the specific case of H.263, each packet carries a single ADU and the NUN field shall be thus set to zero. Future additions of media encoding or transports capable of having more than one ADU in each RTP payload shall define what shall be counted as an ADU for this format.

FBS (16 bit): The amount of free buffer space available in the client at the time of reporting. The reported free buffer space shall be less than or equal to the buffer space that has been reported as available for adaptation by the 3GPP-Adaptation RTSP header, see clause 5.3.2.2. The amount of free buffer space are reported in number of complete 64 byte blocks, thus allowing for up to 4194304 bytes to be reported as free. If more is available, it shall be reported as the maximal amount available, i.e. 4194304 with a field value 0xffff.

Reserved (11 bits): These bits are not used and shall be set to 0 and shall be ignored by the receiver.

END OF SIXTH CHANGE
SEVENTH CHANGE
6.2.4
RTP payload formats

For RTP/UDP/IP transport of continuous media the following RTP payload formats shall be used:

-
AMR narrow-band speech codec (see clause 7.2) RTP payload format according to [11]. A PSS client is not required to support multi-channel sessions;

-
AMR wideband speech codec (see clause 7.2) RTP payload format according to [11]. A PSS client is not required to support multi-channel sessions;

· Extended AMR-WB codec (see clause 7.3) RTP payload format according to [85];

· Enhanced aacPlus and MPEG-4 AAC codec (see clause 7.3) RTP payload format according to [13]; the size of audioMuxElements shall be limited to the maximum size of one audio frame, which is 6144 bits per AAC channel; moreover multiplexing of multiple audio frames into one audioMuxElement should be avoided if this would lead to  fragmentation across RTP packets;

-
H.263 video codec (see clause 7.4) RTP payload format according to RFC 4629 [14];

-
H.264 (AVC) video codec (see clause 7.4) RTP payload format according to [92]. A PSS client is required to support all three packetization modes: single NAL unit mode, non-interleaved mode and interleaved mode. For the interleaved packetization mode, a PSS client shall support streams for which the value of the "sprop-deint-buf-req" MIME parameter is less than or equal to MaxCPB * 1000 / 8, inclusive, in which "MaxCPB" is the value for VCL parameters of the H.264 (AVC) profile and level in use, as specified in [90]. Parameter sets shall not be transmitted within the RTP payload, i.e., all parameter sets required for a session must be provided in the SDP;

-
H.265 (HEVC) video codec (see clause 7.4) RTP payload format according to [118];

-
3GPP timed text format (see clause 7.9) RTP payload format according to [80];

-
DIMS (see subclause 8.3) RTP payload format according to [98];

-
encrypted “enc-isoff-generic” (see Annex R) RTP payload format according [102];

-
RTP retransmission payload format according to [81];

- 
RTP Header Extension to signal CVO information as specified in clause 6.2.5.

END OF SEVENTH CHANGE
EIGHTH CHANGE
7.4
Video

If a PSS client supports video, the following applies:

-
H.263 Profile 0 Level 45 decoder [22] should be supported for compatibility with earlier released content.

-
H.264 (AVC) Constrained Baseline Profile Level 1.3 decoder [90] shall be supported.

-
H.265 (HEVC) Main Profile, Main Tier, Level 3.1 decoder [117] should be supported.
When H.265 (HEVC) Main Profile decoder is supported, the client is only required to process H.265 (HEVC) Main Profile bitstreams that have general_progressive_source_flag equal to 1, general interlaced_source_flag equal to 0, general_non_packed_constraint_flag equal to 1, and general_frame_only_constraint_flag equal to 1.
If HDTV video content at a resolution of 1280x720 (720p) with progressive scan at 30 frames per second is supported by the PSS client, the decoder shall support decoding any bitstream compliant to H.264 (AVC) Progressive High Profile Level 3.1 [90], wherein the maximum VCL Bit Rate shall be constrained to 14Mbps by cpbBrVclFactor & cpbBrNalFactor being fixed to 1000 and 1200 respectively.
NOTE: a High Profile decoder is able to decode a Main Profile stream that is progressively encoded.
If a PSS client supports stereoscopic 3D video, it should support frame-packed stereoscopic 3D video with the following characteristics:

· The bitstream conforms to H.264 (AVC) Constrained Baseline Profile Level 1.3, or conforms to H.264 (AVC) Progressive High Profile Level 3.1. The maximum VCL Bit Rate shall be constrained to 14Mbps by cpbBrVclFactor & cpbBrNalFactor being fixed to 1000 and 1200 respectively, irrespective of the profile.

· Frame packing type is indicated by the frame packing arrangement SEI messages of H.264 (AVC) [90] as follows:

· The syntax element frame_packing_arrangement_type has one of the defined values: 3 for Side-by-Side, 4 for Top-and-Bottom.
· The syntax element quincunx_sampling_flag is equal to 0;

· The syntax element content_interpretation_type is equal to 1; 

· The syntax elements spatial_flipping_flag is equal to 0;

· The syntax element field_views_flag is equal to 0;

· The syntax element current_frame_is_frame0_flag is equal to 0;

· When an access unit contains a frame packing arrangement SEI message A and the access unit is neither an IDR access unit nor an access unit containing a recovery point SEI message, the following two constraints apply:

· There shall be another access unit that precedes the access unit in both decoding order and output order and that contains a frame packing arrangement SEI message B.

· The two frame packing arrangement SEI messages A and B shall have the same value for the syntax element frame_packing_arrangement_type.

If a PSS client supports frame-packed stereoscopic 3D video, it shall support parsing of frame packing arrangement SEI messages as specified in H.264 (AVC) [90].

If a PSS client supports stereoscopic 3D video, it should support multiview stereoscopic 3D video with the following characteristics:

· The video stream conforms to ITU-T Recommendation H.264 / MPEG-4 (Part 10) AVC [90] Stereo High Profile (SHP) Level 3.1 with frame_mbs_only_flag=1.

· When an H.264 (AVC) SHP sub-bitstream containing the base view only conforms to Level 1.3 or below, the value of the profile_idc should be equal to 66 and the value of the constraint_set1_flag should be equal to 1 in all active sequence parameter sets, i.e. the H.264 (AVC) Constrained Baseline Profile should be indicated to be used for the base view.

NOTE:
Any PSS (Release 11) client supporting video can play back the base view of any H.264 (AVC) SHP stream if the base view is indicated to conform to H.264 (AVC) Constrained Baseline Profile Level 1.3.
NOTE:
At the time of publication of this specification there is no RTP payload format specified for H.264 (AVC) SHP bitstreams.Thus, the format is not available for services utilizing RTP transport of media.

NOTE:
In order to provide the optimal range of perceived depth, a PSS server is recommended to adapt the stereoscopic 3D video content to fit the indicated screen size of a target device. For more information and an example steps to perform stereoscopic video content re-targeting see [113].
There are no requirements on output timing conformance for H.264 (AVC) decoding (Annex C of [90]) or H.265 (HEVC) decoding (Annex C of [117]).
The video buffer model given in Annex G of the present document should be supported if H.263 is used. It shall not be used with H.264 (AVC) or H.265 (HEVC).

The H.264 (AVC) decoder in a PSS client shall start decoding immediately when it receives data (even if the stream does not start with an IDR access unit), or alternatively no later than it receives the next IDR access unit or the next recovery point SEI message, whichever is earlier in decoding order. Note that when the interleaved packetization mode of H.264 (AVC) is in use, de-interleaving is done normally before starting the decoding process. The decoding process for a stream not starting with an IDR access unit shall be the same as for a valid H.264 (AVC) bitstream. However, the client shall be aware that such a stream may contain references to pictures not available in the decoded picture buffer. The display behaviour of the client is out of scope of this specification.

A PSS client supporting H.264 (AVC) should ignore any VUI HRD parameters, buffering period SEI message, and picture timing SEI message in H.264 (AVC) streams or conveyed in the "sprop-parameter-sets" MIME/SDP parameter. Instead, a PSS client supporting H.264 (AVC) shall follow buffering parameters conveyed in SDP, as specified in clause 5.3.3.2, and in RTSP, as specified in clause 5.3.2.4. A PSS client supporting H.264 (AVC) shall also use the RTP timestamp or NALU-time (as specified in [92]) of a picture as its presentation time, and, when the interleaved RTP packetization mode is in use, follow the "sprop-interleaving-depth", "sprop-deint-buf-req", "sprop-init-buf-time", and "sprop-max-don-diff" MIME/SDP parameters for the de-interleaving process. However, if VUI HRD parameters, buffering period SEI messages, and picture timing SEI messages are present in the bitstream, their contents shall not contradict any of the parameters mentioned in the previous sentence.


A PSS client supporting H.265 (HEVC) should ignore any VPS or SPS HRD parameters, buffering period SEI message, picture timing SEI message, and decoding unit information SEI message in H.265 (HEVC) streams or conveyed in the "sprop-vps" and "sprop-sps" MIME parameters. Instead, a PSS client supporting H.265 (HEVC) shall follow buffering parameters conveyed in SDP, as specified in clause 5.3.3.2, and in RTSP, as specified in clause 5.3.2.4. A PSS client supporting H.265 (HEVC) shall also use the RTP timestamp (as specified in [118]) of a picture as its presentation time, and, follow the de-packetization process (as specified in [118]). However, if VPS or SPS HRD parameters, buffering period SEI messages, picture timing SEI messages, and decoding unit information SEI messages are present in the bitstream, their contents shall not contradict any of the buffering parameters conveyed in SDP, as specified in clause 5.3.3.2, or in RTSP, as specified in clause 5.3.2.4, or any of the timing information conveyed by the RTP timestamps.

END OF EIGHTH CHANGE
