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1 Introduction

A proposal on use cases, requirements and working assumptions on Datacasting services, contained in Tdoc S4-130557 [1] was agreed during SA4 #73, and whose contents are captured in the Technical Report on MI-EMO, TR 26.848.
The current Datacasting model, as documented in TR 26.848, presents a form of datacasting in a back-to-back fashion. In this document we expand this model to also introduce Datacasting in a scheduled fashion, which provides a realization that optimizes network resources utilization. 
2 Proposed Method to Support Datacasting
As described in [1], Datacasting services employ repetitive file transmission within each nominal update interval to minimize initial acquisition delay by UEs of contents sent on that service.  Although actual file updates may occur at any time, there exists a nominal periodicity at which files sent on a Datacasting service are expected to change, referred to as the update interval. As copied from [1], transmission of Datacasting service files are shown in Figures 1a and 1b.
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Figure 1a – File updates occur only at the start of nominal update intervals
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Figure 1b – File updates occur within nominal update interval
Given the nominal periodicity of Datacasting file updates, it is also envisioned that Datacasting delivery may alternatively be announced by a schedule, which defines the periodic transmission of Datacasting information at the nominal update interval. This allows for more efficient network resource utilization.
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Figure 1d – Scheduled Datacasting
2.1 Proposed Solution

2.1.1 Modifications to the Schedule Fragment

The proposed solution involves a modification to the Schedule fragment. Under the sessionSchedule, we propose to add an r12:recurrence element, which will signal the nominal update interval and delivery mode selection between back-to-back and scheduled-and-periodic Datacasting delivery modes. Figures 2a and 2b provide a design view of the modifications proposed to the Schedule Description fragment schema.
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Figure 2a – Design view of the serviceScheduleType in the Schedule Description schema
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Figure 2b – New Release 12 extension of the Schedule Description schema in support Datacasting
Back-to-back Datacasting mode is indicated through the mode attribute set to true.
Scheduled and periodic delivery of Datacasting is indicated through the mode attribute set to false. 
The updateInterval element indicates the nominal time interval of file updates for the associated Datacasting service. In the case of scheduled-and-periodic datacasting, the start time in UTC of each session occurrence may be determined relative to the sessionSchedule.start element.
For the case of scheduled and periodic Datacasting, a UE that has tuned in to a Datacasting service after the end of a given session among a recurring series of sessions may encounter a significant delay before it can initially acquire file contents on that service, by having to wait for the next session occurrence. A solution for this might be to allow the UE to perform a unicast request of the most recently transmitted Datacasting content, by using file repair request based solely on Schedule Description fragment information, according to the MI-EMO enhancement called “File Repair without FDT”, see clause 4.2.4 of TR 26.848.

3 Proposed changes to MI-EMO TR 26.848 v.0.5.1
4.2.3.2
Recommended Requirements & Evaluation Criteria

Derived requirements from the above use cases are listed below.

· The service provider can inform UEs of different recommended durations of monitoring period.

· The current version of the Datacasting service content file can be transmitted repeatedly on the FLUTE session allocated for the service, in back-to-back or in scheduled and periodic form of delivery, during the entire update interval.

· If the network performs scheduled and periodic Datacasting transmission, the network will inform the UE of the individual session activity times and the nominal periodicity of session recurrences.

· For scheduled and periodic Datacasting, a UE that tunes in to the service right after the end of a session among a recurring series of sessions will be able to acquire contents on the service sooner than having to wait until the next scheduled session occurrence.

· Impact on network-side administrative overhead, USD size, and UE processing complexity as a result of Datacasting service ought to be minimized.

4.2.3.3
Gap Analysis & Evaluation

4.2.3.4
Assumptions
The following working assumption pertaining to Datacasting Services:

· It is important for UEs to be able to immediately acquire the current version of the Datacasting service file whenever it joins the service. Unicast may be optionally used to acquire the very first data set.
· Radio resources are scarce resources. Minimal acquisition time needs to be traded with the needed capacity and the cost of the capacity.

· There is a certain predictable periodicity at which files are updated, with the corresponding time interval referred to as the (nominal) update interval.  This is depicted as in Fig. 2, and 3:
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Figure 2 – Update Interval
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Figure 3 – Scheduled Datacasting 
· Although file updates usually occur at the start of update intervals, dynamic file changes are permitted at any time.

· 
· Any additional file update which occur within an update interval may be included or obsoleted by the next update which may be another intervening file update, or one that occur at the start of the next update interval, depending on the application requirements and operator deployment requirements.

· It may be important for certain applications that each received update represents the cumulative changes over a certain time period.  For example, considering Fig. 2, each of the file updates that occur at the start of update intervals N and N+1 (i.e. at the times t(N) and t(N+1)), and which may occur within update interval N will convey the cumulative changes between the time interval t(N) and t(N+1).  Example application: USD reception.

· If it’s not important for the application to obtain file updates in a cumulative manner, then any file update, occurring either at the start of an update interval, or within an update interval, will obsolete its previous update.  Example application: Live sports score and statistics updates.
· Operators / Content providers may optimize the needed resources for the service (cost optimization). Therefore the solution should allow for resource efficient carousel deployment, e.g. by synchronizing UEs to the actual transmission.
4.2.3.5
Solution
The proposed solution involves a modification to the Schedule fragment. Under the sessionSchedule, we propose to add an r12:recurrence element, which will signal the nominal update interval and delivery mode selection between back-to-back and scheduled-and-periodic Datacasting delivery modes. Figures 2a and 2b provide a design view of the modifications proposed to the Schedule Description fragment schema.
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Figure 2a – Design view of the serviceScheduleType in the Schedule Description schema
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Figure 2b – New Release 12 extension of the Schedule Description schema in support Datacasting

Back-to-back Datacasting mode is indicated through the mode attribute set to true.

Scheduled and periodic delivery of Datacasting is indicated through the mode attribute set to false. 

The updateInterval element indicates the nominal time interval offile updates for the associated Datacasting service. In the case of scheduled-and-periodic datacasting, the start time in UTC of each session occurrence may be determined relative to the sessionSchedule.start element.
For the case of scheduled and periodic Datacasting, a UE that has tuned in to a Datacasting service after the end of a given session among a recurring series of sessions may encounter a significant delay before it can initially acquire file contents on that service, by having to wait for the next session occurrence. A solution for this might be to allow the UE to perform a unicast request of the most recently transmitted Datacasting content, by using file repair request based solely on Schedule Description fragment information, according to the MI-EMO enhancement called “File Repair without FDT”, see clause 4.2.4 of TR 26.848.

4 Proposal
It is proposed to agree to include the changes to TR 26.848 per section 3.
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