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1 Introduction

TR 26.938 [1] for the Rel-12 IS_DASH study item has documented several use cases with regards to server and network assisted DASH. In particular, the following use cases are of interest:

· Consistent QoE/QoS for DASH users (clause 6.10): A network operator deploying DASH services or a network operator supporting the delivery of DASH services of a service provider has the ambition to provide consistent quality for users in its network. The operator may want to influence its QoS control and radio resource management to actively support such use cases.
· Operator Control of DASH (clause 6.14): A number of subscribers are watching DASH videos in a crowded area saturating the cell capacity. The operator identifies the congestion and communicates with the UEs to decrease the bitrate for the video to a certain value that would allow the cell to accommodate the load.
Several potential solutions to address use cases on server and network assisted DASH were described in clause 6.19.3. 
In this contribution, we provide the following:

· In Section 2, we provide client adaptation guidelines toward the utilization of network QoS parameters in DASH, particularly information on the guaranteed bitrate (GBR) and maximum bitrate (MBR).
· In Section 3, for background purposes, we provide the information from 3GPP specifications on the recommended guidelines for deriving QoS parameters from the MPD as in TS 26.247 and how QoS parameters are signalled to the client device (user equipment)

· In Section 4, we provide evaluation results over a 3GPP LTE system for justification on the value of using network QoS parameters in the DASH client adaptation logic toward optimally managing limited network resources, enhancing network capacity utilization and providing better QoE to the end user 

· Section 5 provides our concrete proposal.

2 Utilization of QoS Information in DASH
The topic of QoS support for DASH services has been an active area of discussion in 3GPP SA4 since Release 10 and has resulted in specification work on the derivation of QoS mapping guidelines from the DASH MPD in 3GPP TS 26.247 (informative Annex I) [2] to be used by the application function (AF) of 3GPP Policy Charging and Control (PCC) architecture [3]-[6]. 

A DASH client can take the available QoS information into consideration when requesting representations such that the consumed content bandwidth remains within the limits established by the signalled QoS information. 
It should be noted that in the 3GPP system, PCC-level signalling can already accomplish the communication of network QoS information to the client device (user equipment or UE) and therefore the DASH client can locally (within the UE) obtain the QoS information via internal API interfaces. Further details on the PCC-level signalling are provided in Section 3 and LTE-based evaluation results on the performance benefits of utilizing QoS information in DASH client adaptation logic are provided in Section 4.
3 Existing PCC-Level Signaling and QoS Mapping Guidelines for DASH

The PCC architecture is defined in TS 23.203 [3] and provides the Rx reference point, which enables the application layer to authorize a specific usage. In this architecture the DASH HTTP streaming server or any other function in the HTTP streaming path (e.g. an HTTP proxy) can act as Application Function and interact with the PCRF via the Rx reference point for QoS control. It is assumed here that the AF has knowledge of the application type and of the MPD. The relevant AVPs are the ones enabling the PCRF to establish bearers with correct characteristics for DASH users. The AVPs are defined in TS 29.214 [6]. The further PCRF mapping from AVP to IP QoS parameter mapping is defined in TS 29.213 [5].
Table 1: Example mapping of MPD parameters to Rx AVPs for 3GP-DASH (PSS)

	AVP
	Value
	Comment

	AF-Application-Identifier
	”DASH”
	Allows to signal the DASH based application hence giving the opportunity to enforce application specific policies



	Max-Requested-Bandwidth-DL

(NOTE 1)
	B1
	B1 = sum of all MPD@maxBandwidth (see clause 8.4.3.3) of all media components simultaneously (not mutually exclusive) selectable by the DASH client plus HTTP/TCP/IP overhead and TCP messages for flow control.

If this attribute is not present then

B1 = sum of MPD@bandwidth attributes of all media components of the available media presentation corresponding to representations or subrepresentations with highest bandwidth simultaneously selectable (not mutually exclusive) by the DASH client plus HTTP/TCP/IP overhead and TCP messages for flow control.


Note: the mapping rules to derive the TCP message flow control bandwidth are FFS.



	Max-Requested-Bandwidth-UL

(NOTE 1)
	FFS
	For Further Study. If included, should be greater than or equal to Min-Requested-Bandwidth-UL

	Min-Requested-Bandwidth-DL

(NOTE 1)
	B2
	B2 = sum of all MPD@minBandwidth (see clause 8.4.3.3) of all media components simultaneously (not mutually exclusive) selectable by the DASH client plus HTTP/TCP/IP overhead and TCP messages for flow control.

If this attribute is not present then

B2 = sum of MPD@bandwidth attributes of all media components of the available media presentation corresponding to representations or subrepresentations with lowest bandwidth simultaneously (not mutually exclusive) selectable by the DASH client plus HTTP/TCP/IP overhead and TCP messages for flow control.

Note: the mapping rules to derive the TCP message flow control bandwidth are FFS.



	Min-Requested-Bandwidth-UL

(NOTE 1)
	FFS
	For Further Study. Enough bitrate to cover TCP and HTTP GET requests.



	Flow-Description AVP

(NOTE 1)
	IP addresses and ports
	



NOTE 1: AVPs provided within the Media-Component-Description AVP, except Flow-Description AVP that is included within the Media-Sub-Component AVP. Omitted AVPs are not relevant for this functionality
Fig. 1 depicts an example PCC architecture delivering end-to-end QoS support for DASH services with the capability to interpret the media presentation description (MPD) in order to gain information on the application-layer parameters for DASH content. In the current PCC architecture, the application function (AF) interacts with the applications requiring dynamic policy and charging control. Hence, in order to provide QoS for DASH services, the AF can extract DASH content information from the MPD, map it into the appropriate attribute-value pairs (AVPs), and provide the AVPs to the policy and charging rules function (PCRF) over the Rx reference point. The PCRF combines the DASH-related AVPs received over the Rx reference point and the input received from the Gx and Gxa/Gxc reference points with user-specific policies data from the subscriber profile repository (SPR) to form session-level policy decisions and provides those to the PCEF and BBERF. In other words, the PCRF takes the subscriber information into account when setting QoS. Access-specific QoS parameters are then communicated to the UE from PCEF/BBERF. In particular, [7] describes how the UE acquires QoS information during dedicated bearer activation and bearer modification with bearer QoS update. It is also noted in [7] that “application usage of the EPS bearer QoS information is implementation dependent”.
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Fig. 1 – An example policy and charging control (PCC) architecture to deliver QoS for DASH services.

4 LTE Simulation Methodology and Results
This section describes simulation methodology and results on the evaluation of end-to-end capacity and QoE over an LTE-based system-level simulation platform in the presence of enforcement of dedicated QoS bearer policies for each DASH client. In particular, an analysis is presented quantifying the performance benefits of QoS-driven DASH adaptation techniques based on operator’s selection of the maximum bitrate (MBR) and consequent adaptation at the DASH client. Furthermore, additional simulation results are provided demonstrating the quality improvement from the availability guaranteed bitrate (GBR) information at the DASH client during start-up.
Re-buffering has been identified as one of the most critical QoE metrics for streaming video. In a 3GPP DASH-based implementation of QoE metrics in the client device, this metric can be computed via monitoring the buffer status and/or play list metrics. Given the key importance of re-buffering in dictating the QoE delivered to the user, the service capacity of an LTE system is defined based on an outage criterion that is centered around the re-buffering percentage, i.e., the percentage of the total presentation time in which the user experiences re-buffering due to buffer starvation. In particular, a user is designated to be satisfactorily supported if its re-buffering percentage is smaller than a re-buffering outage threshold Aout. The service capacity is then defined as the maximum number of users that can be supported in the network such that the percentage of satisfied users is greater than the network coverage threshold Acov. i.e.,
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where E[.] is denotes the expectation over multiple user geometry realizations and 1(.) denotes the indicator function. 

Five VBR-encoded video clips (Sony, Citizen Kane, Die Hard, NBC News, Matrix Part1) are considered with different bitrate requirements hosted at the HTTP server with multiple versions of each video clip available at different quality levels in the PSNR range of 26-39 dB, as shown in Figure 2 and Table 2. Two video traces for each video representation level contain content information with regards to – i) size and quality information for each video frame  and ii) offset traces which give information of the video quality obtained by concealing lost video frames with previous frames. PSNR was used to model video quality as a representative although other advanced metrics could also be used. 

A cellular deployment is assumed based on an IMT-Advanced urban macro-cell (UMa) test environment with an inter-site distance (ISD) of 500 m, where each user in the LTE network randomly requests one of the five available video clips. A 19-cell scenario is considered, where the center cell generating video traffic is surrounded by two layers of interfering cells generating full buffer traffic. Users are randomly dropped in the center cell. The simulation parameter settings and assumptions on the LTE air interface are provided in Table 3 below. The additional assumptions include the following: 1) For the link to system mapping, Mutual Information Effective SINR Metric (MIESM) is used, 2) AWGN PER versus SINR curve corresponding to that modulation, code rate are used to determine the probability of error, 3) Channel Quality Indicator (CQI) are delayed by 5ms, 4) HARQ retransmissions are delayed by 8 ms with a maximum of 4 retransmissions. 5) The base stations in all other cells generate interference patterns corresponding to a full buffer mode of operation. 6) 100,000 sub-frames were simulated to generate LTE link statistics, 7) Users were picked randomly from a user population of 684 dropped uniformly in the sector. 8) For each configuration,  statistics  were  collected  from  thirty  different  random  drops  of  users  in  the  network. 9) Packet fragmentation based on the maximum MTU size of 1500 bytes is considered, and HTTP/TCP/IP layer protocol behaviour and overheads are also incorporated in the analysis - 40 bytes of header was included in each TCP segment (10 bytes for NALU prefix + 12 bytes for HTTP header + 8 bytes for TCP header). 10) All the main features of TCP Reno flavour were implemented in the simulator including flow control, slow start, congestion avoidance, RTT estimation, timeout, re-transmission, fast re-transmit and fast-recovery to account for the presence of TCP. 11) The Backhaul Network (BN) between the eNodeB (eNB) and S-GW is modelled with a fixed bandwidth of 1 Gbps. 12) Core Network (CN) from video servers to the S-GW was modelled using a fixed delay of 50 ms. 13) Core and back-haul networks are assumed to lossless and radio access network is considered as the main bottleneck. 14) Uplink transmissions are assumed to be errorless. 15) The delay involved in establishment of the dedicated bearer (e.g., GBR bearers) was not included in the assumed system model.  

Multiuser resource allocation over the OFDMA-based downlink LTE air interface is performed based on the well-known proportional fair scheduling principles. Only half of the available bandwidth of the 10 MHz LTE system is assumed to be reserved for the DASH-based video streaming service while the remaining half is assumed to be dedicated for other services, e.g., voice and data services. 
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Fig. 2. Rate-PSNR Curves of Sample Videos.
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Quantization
Parameter Range

PSNR Range (dB)

Average Bitrate
Range (kbps)

Sony_1080 28-48 24.5-36.94 44.23-508.24
Citizen Kane 28-42 30.25-40.25 60.11-351.91
Die Hard 34-48 29.00-39.00 32.38-103.24
NBC News 28-48 24.90-37.07 54.08-519.82
Matrix-1 34-48 31.45-40.05 30.98-118.64





Table 2 – Details on the video content used in the evaluation 
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Channel Model Video requests are sequential: subsequent
request is made after receiving previous video
segment
Downlink Transmit Power 46 dBm
MIMO Mode 4x2 SU-MIMO for the downlink
Cellular Layout Hexagonal grid, 19 cell sites, 3 sectors per site
Distance-dependent path loss  Loss L= I + 37.6log10(.R), R in kilometers,
1=128.1
Lognormal Shadowing Similar to UMTS 30.03, B 1.141
Shadowing standard deviation 8dB
Number of antennas at UE 2
Number of antennas at cell 4
Antenna configuration at UE Co-polarized antennas
Antenna configuration at eNB Co-polarized (0.5 spacing)
Outer-loop for target FER 10% FER for 15t HARQ transmission
control
Link adaptation MCSs based on LTE transport formats according
to TR 36.213
HARQ scheme Chase combining
DL overhead 3 for PDCCH
UE speed 3km/h
Scheduling granularity 5 RB sub-band
Receiver type MMSE-IRC
Feedback mode Wideband PMI based on LTE 4-bit CB, subband
cQI
Inter-site Distance 500 m

User distribution Users dropped uniformly in the entire cell




Table 3 – LTE Air Interface configuration

According to the DASH-based adaptive streaming framework, users may consume varying qualities of video based on the working of the assumed adaptation algorithm, which selects the optimal quality/bitrate representation among the available video clips based on monitoring of user experience via 3GPP-based QoE metrics, i.e., particularly the playback buffer level. The different representations of the video requested by a representative client are indexed using letter k. In particular, k=1 represents the lowest bitrate representation level and k = N represents the highest representation level and bk represents the bitrate of encoded video of representation level k, b1 ≤ b2 ≤ b3 ≤ … ≤ bN. Rate adaptation is client-driven and is done at segment level where each video segment might contain one or more GOPs (Group of Pictures).
The DASH-based adaptive streaming framework monitors the LTE link throughput and client buffer state and requests the video representations accordingly to realize the highest possible quality but also making sure to avoid playback buffer starvation. The DASH client starts playback with initial start-up delay of one second. It requests the video at a higher fetch rate during the buffering mode (playback buffer under a specified threshold) while the fetch rate is lower during the streaming mode (playback buffer above the specified threshold). Encountering playback buffer starvation, the client enters re-buffering mode while stalling the playback. The playback resumes after a certain targeted amount of media (i.e., 1 second) is aggregated in the media buffer.
A typical DASH-level throughput estimate is the average segment Throughput which is defined as the average ratio of segment size to the download time of the segment. 
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where Sseg(s), 
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are the size, fetch time, and download time of the jth video segment, Si the number of segments downloaded until frameslot i, and F is the number of video segments over which the average is computed. 

The best video representation level possible in frameslot i, 
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, is determined based on the current average segment throughput estimate as well as the GBR and MBR signaled by the network as follows:
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Therefore, if the client is in steady state, then the best representation level is chosen as determined by the minimum of the DASH-level throughput estimate and MBR. Furthermore, in the start-up phase, the best representation level is chosen as determined by the maximum of the DASH-level throughput estimate and GBR.
Based on these simulation conditions, an evaluation of the cumulative distribution function (CDF) of re-buffering percentage was conducted for different system loading conditions in terms of the number of users the re-buffering outage threshold Aout is set to 2% and the network coverage threshold Acov is set to 95%.

Fig. 3 shows the CDFs of re-buffering percent for various loads (number of users in the system) when the MBR is set to 2000 Kbps (GBR=0). Only the curve with Nue = 35 has 95% of users with re-buffering less than 2%. Fig. 4 and Fig. 5 plot the CDFs of re-buffering percent for various number of users when the MBR is set to 500 Kbps and 250 Kbps. As the MBR is reduced, the curves of more number of users have 95% users with re-buffering less than 2 %. 

Fig. 6 plots the percentage of users with re-buffering less than 2 % as the load is varied for different settings of MBR (GBR=0). For a given MBR, as loading is increased, the percentage of users that experience re-buffering less than 2% decreases. For the same loading, as the MBR is decreased the number of users with re-buffering less than 2% is higher. 

Fig. 7 plots the mean video quality obtained in terms of PSNR as the load is varied for different settings of MBR (GBR=0). For a given MBR, as loading is increased, mean video quality decreases. Also setting an MBR sets an upper limit on the video quality that could be obtained. Also note that the curves for different MBR values converge after the loading is increased beyond a certain point. 

Fig. 8 plots the service capacity as the MBR is varied (GBR=0). As the MBR is increased, the service capacity decreases drastically initially and then gradually after a certain limit. 

Fig. 9 plots the mean quality obtained when operating at the system capacity for a given MBR versus MBR. As the MBR is increased the improvement in quality initially increases drastically but then increases very gradually at higher MBRs. 

The evaluations indicate that the there exists a tradeoff between service capacity and achievable video quality that could be obtained by varying the MBR, and that the service capacity could be enhanced by properly setting MBR limits in the system while offering a reasonable maximum video quality. Therefore the network MBR limit has to be properly set depending on the capacity for which the system has to be designed and the target video quality desired. In that sense, the operator can effectively accommodate various levels of user loading and still deliver satisfactory QoE to the end users by controlling the MBR provided that the DASH clients can receive and use the MBR information in their adaptations. 

The evaluation on the impact of GBR deals with a 100-user loading scenario with 25% of the users each on a dedicated bearer with a certain GBR (premium users) and the rest of the users served by a default bearer (MBR is infinity for all bearers). A delay-bounded quality optimization in the start-up phase is considered with a target delay value of 2 seconds. For the premium users with a certain GBR, a scheduler that ensures the enforced GBR is used. There are two schemes of interest, (i) GBR is enforced by the network but not known to the DASH clients of the premium users (referred to as ‘QASch only’) and (ii) GBR is enforced by the network and is known by the DASH clients of the premium users (referred to as ‘QASch + QASig’). Figures 10 and 11 plot the average user throughputs of premium and default users after scheduler’s enforcement of GBR=250kps and 500 kbps, respectively.

Figure 12 plots the start-up quality CDFs of the premium users for the comparison of ‘QASch only’, and ‘QASch + QASig’ schemes at various GBR values. It is seen that the startup quality improves significantly when the GBR information is available at the DASH client. The intuition for this result is clear; in the buffering mode, the DASH client without GBR knowledge will start with the lowest quality and try to fill up its buffer as fast as possible, while the DASH client with GBR knowledge can start from a higher quality level as long as its target start-up delay requirement is satisfied. For verification purposes, Figure 13 plots the corresponding start-up delay CDFs of the premium users; clearly showing that all schemes do meet the imposed delay requirement. 

Figure 14 plots the overall quality CDFs of the premium users for the comparison of ‘QASch only’, and ‘QASch + QASig’ schemes at various GBR values. As expected, it is seen that the knowledge of the GBR at the DASH client provides little improvement to the overall quality, since client is able to rely on its average segment throughput estimates to optimally utilize the available bandwidth after the start-up phase is over.
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Fig. 3. CDF of Re-buffering percentage with MBR = 2000 Kbps.
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Fig. 4. CDF of Re-buffering percentage with MBR = 500 Kbps.
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Fig. 5. CDF of Re-buffering percentage with MBR = 250 Kbps.
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Fig. 6. Percentage of users with Rebuf < 2% vs. load.
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Fig.7. Mean Video Quality (PSNR) vs. Load.
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Fig. 8. Service Capacity vs. MBR.
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Fig. 9. Mean Quality at Capacity vs. MBR.
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Fig. 10. CDFs of average user scheduler throughput for GBR=250 kbps.
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Fig. 11. CDFs of average user scheduler throughput for GBR=500 kbps.
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Fig. 12. Mean Start-up Quality CDF comparison at various GBRs.
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Fig. 13. Mean Start-up Delay CDF comparison at various GBRs.

[image: image22.emf]24 26 28 30 32 34 36 38 40 42 44 46

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Mean Quality (PSNR) dB

Pr(PSNR 



 x)

CDF of Mean Quality

 

 

GBR = 0 Kbps

QASig + QASch GBR =250 Kbps

QASig + QASch GBR =500 Kbps

QASch Only GBR = 250 Kbps

QASch Only GBR = 500 Kbps


Fig. 14. Mean Overall Quality CDF comparison at various GBRs.

5 Proposal
It is proposed to adopt Sections 2-4 of this contribution into TR 26.938 of the IS_DASH study item. A suggested implementation of the proposed text in the TR is also provided in the attached document.
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