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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document covers the MBMS enhancement aspects, including MBMS Over The Air (OTA) efficiency, MBMS for datacasting and real-time content, and generic signalling of DASH transport over broadcast, multicast and unicast.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 26.346: "Multimedia Broadcast/Multicast Service (MBMS); Protocols and codecs".
[3]
3GPP TS 26.247: "Transparent end-to-end Packet-switched Streaming Service (PSS); Progressive Download and Dynamic Adaptive Streaming over HTTP (3GP-DASH)".
3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [x] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [x].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [x] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [x].

BM-SC
Broadcast-Multicast - Service Centre
DASH
Dynamic Adaptive Streaming over HTTP

eMBMS
Evolved MBMS

FDT
File Description Table

FLUTE
File deLivery over Unidirectional Transport

MPD
Media Presentation Description

4
Enhanced MBMS Operation
4.1
Introduction
4.2
Enhancement, Recommended Requirements and Working assumptions

4.2.1
Switch from HTTP-based unicast delivery method to MBMS download delivery method
4.2.1.1
Description
An MBMS client acquires a USD including a mediaPresentationDescription element which references a Media Presentation Description containing descriptive information on a DASH Media Presentation.

The DASH-based user service is available over both HTTP-based unicast delivery method and MBMS download delivery method. 

Due to the fact that the UE is initially located outside of MBMS broadcast coverage, it starts to consume the DASH service delivered through HTTP-based unicast delivery method. 

Later on, as the UE enters MBMS broadcast coverage, it switches to MBMS download delivery method for receiving the DASH service, for example, due to better quality of content delivered over MBMS download delivery method.

Subsequently, the UE moves away from MBMS broadcast coverage, and switches back to HTTP-based unicast delivery method of the DASH service.

The service switch in each of the above cases is performed transparently to the user and does not adversely impact the user experience.

4.2.1.2
Recommended Requirements & Evaluation Criteria
The following recommended requirements are collected:
· The MPD and other DASH formats delivered in the MBMS User Service conform to TS26.247.

· The fallback to unicast can be done without bitrate guarantees matching those on the unicast distribution, i.e. the content delivered over unicast may provide alternative Representations of the same content that is delivered over broadcast.

· The information on what DASH resources (MPD, Segments, xlink resources, etc.) are available in broadcast and what are available in unicast is included in the User Service Description.

· Seamless switch of MBMS User Service when switching between unicast and multicast is enabled. 

· The signalling is generic enough to at least support the two example DASH over MBMS architectures in section 4.2.1.5.1.

· Takes into account the recommendation from MPEG: "... we concluded that for delivery protocols interfacing with HTTP such as FLUTE, no change or extension of DASH format is needed and the system adopting the DASH standard can support such deployments using the existing standard."

4.2.1.3
Gap Analysis & Evaluation
4.2.1.4
Assumptions
A  UE receives enough information which allows it to perform a switch from HTTP-based unicast delivery method to MBMS download deliver method of the DASH service, and vice versa. 

A  UE is able to identify the delivery method Segments and other MPD resources are provided. 

A  UE is able to ensure continuous playout when the switch from HTTP-based delivery method to MBMS download delivery method is performed and vice versa. 

An MBMS client is able to forward a DASH Media Presentation that conforms to TS26.247 without parsing the MPD.
4.2.1.5
Solution
4.2.1.5.1
Example DASH over MBMS Architectures
As an illustrative example, Figure 1 depicts a potential end-to-end network architecture for DASH content delivery over MBMS bearer with unicast fallback.  FLUTE-based download delivery represents the TS 26.346-defined interface between the BM-SC and MBMS client.  The assumed interface between the DASH client and the MBMS client (here assumed to be a composite entity including MBMS receiver, device-based HTTP server, policy, redirection and proxy functions) is HTTP/1.1.  
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Fig. 1: Potential DASH over MBMS Architecture #1

Figure 2 depicts another potential DASH over MBMS architecture, indicating the use of a local application web cache by the DASH client to serve its requests.  The application web cache is shared with the MBMS client that implements a FLUTE receiver.  Upon reception and reconstruction of DASH media segments over FLUTE, the segments are inserted into the application web cache.  An interface between the DASH client and the FLUTE receiver/MBMS client is shown in this diagram to exchange information on the available and possibly recommended Representation(s) based on various conditions (e.g. location inside or outside MBMS coverage, policy) along with other metadata (e.g. available bandwidth, reason code).
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Fig. 2 – Potential DASH over MBMS Architecture #2
4.2.2
Potential FLUTE Enhancements
4.2.2.1
Description
4.2.2.2
High-Level Design Principles
4.2.2.2.1
Error Resilience
HTTP is typically delivered over TCP and objects are expected to be delivered error-free. FLUTE+ should include methods for error resilience, in particular FEC. Also HTTP-based repair of objects as defined in TS26.346 should be naturally supported. However, in contrast to FLUTE the error resilience is preferably not integral to the base protocol, but an add-on. 

FLUTE provides error resilience tools for file protection that are FEC and file repair. The FEC performance improves with larger source block sizes. File repair procedures are triggered after exhausting other recovery options and takes place over unicast. The advanced FLUTE protocol should enable low delay error resilience tools.
4.2.2.2.2
Self-containment

The client should be able to locate and reconstruct the transmitted resource without having to fetch another object. In FLUTE, the receiver needs to first fetch an FDT instance, which is carried with a TOI 0, and then parse the XML file and locate the TOI for the object of interest. The TOI assignment to a specific is arbitrary because the number of files delivered over the FLUTE session and their order may not be known a-priori. In the Advanced FLUTE, the file should be self-contained, i.e. it should contain its own metadata to enable the client to identify it. Out-of-band signaling is also possible.

The minimization of objects/information that is needed to be received in real-time is required to be available without delay. For example, in a dynamic object generation environment such as live DASH, the avoidance of delivering FDTs along with each object avoids dependency problems.
4.2.2.2.3
Optimization for Real-time Services

Real-time services consisting of a timed sequence of multiple objects (despite delivered over HTTP) generate a significant portion of Internet traffic. Examples are DASH Media Presentations or other HTTP streaming technologies. Optimization for such flow-based services is essential for FLUTE+. It is relevant that for real-time services objects need to be recovered and be available by a certain time. This aspects needs to be taken into account.

FLUTE comes with a FEC building block that divides the file into several source blocks of (almost) equal size and each source block is then divided into equal size packets, so called source symbols. When DASH media segments are being delivered, the source blocks and packets will have arbitrary boundaries inside the segment. The advanced FLUTE protocol should allow arbitrary fragmentation, for example to enable for packetization that takes into account structures of the delivered data.

As discussed in the previous requirement, a whole file is partitioned by the sender and recovered at the receiver. Without having the full file at the sender, transmission cannot be started. Also the whole file needs to be recovered before it can be forwarded to the application layer. The advanced FLUTE protocol should enable progressive delivery without having the full resource available at the sender. This may also allow a client to start consuming the file before it is fully available
4.2.2.2.4
Static and Dynamic Information

Real-time services consisting of a timed sequence of multiple objects (despite delivered over HTTP) generate a significant portion of Internet traffic. Examples are DASH Media Presentations or other HTTP streaming technologies. Optimization for such flow-based services is essential for an advanced FLUTE+. An important aspect in such flows is that certain information is static (assigned to all objects to the flow, e.g. the type, encoding, etc.) whereas other information is dynamic and assigned to each object (object size, URL, etc.).  It should be possible to deliver static information out-of-band in a way similar to the SDP.

4.2.2.2.5
Modular, Generic, Extensible and Efficient Design
Despite priority for some use cases such as DASH over MBMS may be given, it is relevant to define FLUTE+ in a modular and generic manner such that any type of content that can be delivered over HTTP can also be delivered over FLUTE+. In addition, efficiency and extensibility are relevant. However, efficiency should always be traded off with complexity, modularity, and extensibility.

4.2.2.3
Recommended Requirements & Evaluation Criteria
The following list provides potential enhancements of FLUTE based on deployment experience:
1. Enhance FLUTE delivery of a sequence of related objects: Generally, if a sequence of objects is delivered, e.g. as a DASH Representation then this object flow contains static and dynamic information. The static information may be delivered ahead of time and the dynamic information may be delivered along with the object directly.
2. Minimize number of objects needed to receive to recover each portion of content: In particular for receiving an object, not only the object but also the FDT needs to be received. In a dynamic object generation environment such as live DASH, the avoidance of delivering FDTs along with each object avoids dependency problems.
3. Provide advance information to FLUTE receivers before objects sent/received: In certain cases some properties of the objects are know prior to the generation of the object. Providing this information to the receivers ahead of time allows more intelligent FLUTE receiver decisions and planning is possible. Specifically sending of known and static metadata of file objects once instead of repeatedly with each file increases the efficiency of file delivery by reducing the amount of overhead transmitted. Furthermore, predictability of time-varying metadata associated with file objects by the download delivery receiver, by using properties of those objects received in advance, enhances file delivery efficiency by not having to transmit that overhead continuously during the download delivery session.

4. An object or an object flow may be directly linked to an application, for example to a DASH Representation.
5. Enable chunk delivery/reception of objects. In case of live service where multimedia data is generated, this enables reduction  of sender latency independent of usage of FEC. In addition, receiver latency reduction may be achieved if FEC is not used at all of if later stall when FEC used is acceptable. Chunked delivery combines the advantages of packet-based streaming with object delivery with or without FEC.
6. Enable variable size source packets: Source packet boundaries can be aligned with underlying media structure boundaries if desired. This may improve chunked delivery and may also provide additional error resilience as error concealment may be simplified if only single access units are lost. 
7. Enable delivery of source content with no FEC semantics: In this case receivers that don’t implement/need/understand FEC can still receive the source stream. In addition, the same source stream can be easily mapped to multiple FEC configurations, e.g. different FEC schemes, different source block sizes, etc. This is in particular possible with systematic FEC codes such as the Raptor code defined TS26.346.
8. Enable FEC object bundling: Provide FEC protection over multiple objects, which can increase the efficiency of FEC protection.
9. Enable that delivered object contains all information of a complete HTTP GET response, i.e. the HTTP header and the HTTP GET response: In many cases the objects delivered through FLUTE are objects that are made available as resources on an http server/proxy/cache. FLUTE can very well be used to feed such HTTP caches, but it is preferable to have all information of a regular HTTP response included in the delivery of the object. Also objects may have certain live/availability times on caches. Signalling for this purpose may be necessary .

10. Add timing information to FLUTE delivery: FLUTE packets are time agnostic. By adding timing to FLUTE packets, this enables temporal measurements, e.g. for jitter or delay measurements.
11. Reuse current standards, especially FLUTE, as much as possible: For example, it should allow delivery of standard FLUTE objects in same session with FDTs if backward compatibility is necessary.
A protocol that enhances FLUTE is expected to fulfil the following features:

· Delivery of data objects over unidirectional transport to enable HTTP/1.1 similar functionalities

· Delivery of objects that are uniquely named by HTTP-URLs

· Provision of object properties along with the delivery of the object including Content-Type, Content-Encoding, size of extension headers, etc. without dependency on any other objects.
· Delivery and signalling of byte-ranges of a content object

· Chunked transfer of objects 

· Enabling caching of objects 

· reliable delivery of objects using existing error recovery methods 

· by the support of application layer FEC

· by combining FEC protection for multiple objects

· without including/tying the source packets to a specific error recovery scheme

· efficient and reliable support of object flows with timing real-time properties, in particular segmented DASH Representations within a Media Presentation of type dynamic, which includes:

· delivery of static information a priori in a reliable information

· bundling of dynamic information with the media object

· enable the support of timing information to the delivery

· provide generality without tying the base protocol to a specific application or media format

· provide extensibility and modularity

· enable optimizations for specific applications as well as objects and object flows, including

· application-driven packet sizes and packet fragmentation including signalling of functional properties in packet headers, e.g. random access points in a sense that any packet prior to a random access point is of no value for the application.

· DASH content, for example using predictive information in the MPD also in the signalling of the FLUTE+ protocol 

In addition, a protocol that enhances FLUTE preferably provides the following features:

· efficiency in terms of packet overhead

· reasonable complexity

· compatibility to some FLUTE building blocks

4.2.2.4
Gap Analysis & Evaluation
Changing FLUTE may be a major step forward and the pros and cons of doing should be considered. However, in order to obtain a better support for the delivery of objects flows as available in DASH and to deliver timed media data, the definition of a new object delivery protocol may be justifiable as long as it is kept as close as possible to what FLUTE provides and possible use a new version of FLUTE to extend as proposed in this document.

In order to progress the work in SA4, a list of potential functional enhancements should be collected and agreed. Based on the list of functional improvements, the decision should be made if and how FLUTE is enhanced and to what extent backward-compatibility is maintained.
4.2.2.5
Assumptions
4.2.2.6
Solution
4.2.3
Datacasting Services

4.2.3.1
Description
4.2.3.1.1
Use Case #1 – Sports Scores and Statistics
A mobile network operator offers NBA basketball scores and statistics information as an MBMS download delivery service.  During the NBA season between October and April, and across evening hours and weekend afternoons, files containing live scores and statistical information on players and teams are broadcast on this service.  The size of a given file ranges from 10 kB to 25 kB, with average size of 20 kB.  Based on the contractual agreement between the MBMS service provider and the NBA (the content owner) to support fast service acquisition, regardless of when the subscriber chooses to monitor the service, the latest version of service files is transmitted repeatedly, back-to-back, on the allocated MBMS bearer.  Files are nominally updated every 120 seconds, although dynamic changes may occur at any time, for example to provide real-time announcement of final scores of games as these occur.  Different recommendations on the periodicity for service monitoring, or monitoring period, depending on the user type, are indicated to subscriber devices, towards achieving a balance between anticipated user interest in just-in-time information and efficient battery consumption.  For a typical user, the recommended monitoring period might be set to 5 minutes, placing greater emphasis on battery efficiency.  For basketball fans who wish to find out final scores or other highlight information as these occur, the recommended monitoring period might be set to 30 seconds, to better enable close-to-live reception of information.
A UE which joins the service less frequently than once every nominal update interval (120 seconds) will miss any real-time updates that may occur within such intervals, as well as changes at those nominal update times when it’s not monitoring the service.  However, whenever it joins the service, it will always obtain the latest service snapshot upon reception, such as current scores of ongoing games, updated player and team statistics provided at periodic intervals, previous day final scores, and league standings information.  A UE which monitors the service more frequently than the nominal update period can detect final scores closer to real time, as well as more timely reception of asynchronous compilation of statistical information on players and teams.
4.2.3.1.2
Use Case #2 –USD Delivery
MBMS User Service Announcement, a.k.a. USD, is delivered as a download delivery service on a dedicated FLUTE session.  While the contents of the USD do not pertain to a MBMS User Service, USD delivery over an MBMS bearer is a form of Datacasting service, for use by the USD client application.  Assume that one or more USD fragments are expected to be updated several times a day, for example, every 6 hours which corresponds to the difference between the validFrom and validUntil attributes of the associated MBMS metadata envelope(s).  More frequent changes may be necessary to accommodate events for which the actual end time cannot be known in advance.  For example, should a live football game go into overtime, the nominal Schedule Description fragment might need to be dynamically updated one or more times to convey temporal extension of the game.  As another example, assume that several minutes after the nominal update of existing USD fragments, a new, long-running User Service is added, which requires the addition of the corresponding new USD fragments.  As in the previous use case, different monitoring period recommendations are provided to UEs.  A mobile phone-based UE (UE1) is recommended to monitor the service announcement session every 15 minutes, whereas for an MBMS-equipped utility meter (UE2), the recommended monitoring period is every 6 hours.  In the event that signaling of the newly-added User Service occurs a few minutes after the nominal update time, a UE which abides by the recommended monitoring period for UE1 (i.e. 15 minutes) would miss those newly added USD fragments.  However, at the next expected update of the USD fragments, the service announcement information will include that previous update.  In other words, USD files contain cumulative service information, thereby ensuring that each new version reflects up-to-date status of the carried MBMS User Services.
4.2.3.1.3
Use Case #2 –Keep Updated Data Service
The user is interested in software updates for his smartphone or some of the applications in his smartphone. Because those applications are very popular, the operator wants to avoid that a significant amount of downloads of the same resource occur at the same time over the unicast channel. Instead, the updated resources are delivered over MBMS for more economical resource usage. The UEs are informed about file updates of interest to them. The UEs then join the dedicated MBMS service to receive these updates.

4.2.3.2
Recommended Requirements & Evaluation Criteria

Derived requirements from the above use cases are listed below.

· The service provider can inform UEs of different recommended durations of monitoring period.
· The current version of the Datacasting service content file can be transmitted repeatedly on the FLUTE session allocated for the service, in back-to-back form, during the entire update interval.

· Impact on network-side administrative overhead, USD size, and UE processing complexity as a result of Datacasting service ought to be minimized.
4.2.3.3
Gap Analysis & Evaluation

4.2.3.4
Assumptions
The following working assumption pertaining to Datacasting Services:

· It is important for UEs to be able to immediately acquire the current version of the Datacasting service file whenever it joins the service.

· There is a certain predictable periodicity at which files are updated, with the corresponding time interval referred to as the (nominal) update interval.  This is depicted as in Fig. 2:
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Figure 2 – Update Interval
· Although file updates usually occur at the start of update intervals, dynamic file changes are permitted at any time.

· Usage-dependent recommendations on periodic monitoring of the Datacasting service are provided to the UE to accommodate different usage categories. 

· Any additional file update which occur within an update interval may be included or obsoleted by the next update which may be another intervening file update, or one that occur at the start of the next update interval, depending on the application requirements.

· It may be important for certain applications that each received update represents the cumulative changes over a certain time period.  For example, considering Fig. 2, each of the file updates that occur at the start of update intervals N and N+1 (i.e. at the times t(N) and t(N+1)), and which may occur within update interval N will convey the cumulative changes between the time interval t(N) and t(N+1).  Example application: USD reception.

· If it’s not important for the application to obtain file updates in a cumulative manner, then any file update, occurring either at the start of an update interval, or within an update interval, will obsolete its previous update.  Example application: Live sports score and statistics updates.
4.2.3.5
Solution
4.2.4
File Repair without FDT
4.2.4.1
Description
4.2.4.1.1
Use Case #1 – Device is tuned to another frequency
Sam is subscribed to a real-time “BBA Live” basketball MBMS video service which allows her to watch live basketball games on her device.  The real-time service is broadcast over MBMS using frequency band 1.  Sam’s mobile device is also configured to receive software updates via an MBMS Firmware OTA service that is broadcast over frequency band 2.  Sam has been watching a live BBA game on her device during the time that a firmware download for her device has been scheduled for delivery over the MBMS FOTA service.   Having missed the broadcast delivery window for the file while Sam was watching the game, the device retrieves the software update from a file repair server.
4.2.4.1.2
Use Case #2 –Device is powered-off
Tom is a news junkie who is subscribed to the “CMN” news service which periodically broadcasts news articles throughout the day.  Tom regularly commutes between Boston and San Diego for work every week and is diligent about placing his phone in “airplane mode” when he flies.  During his flights Tom’s phone is unable to download the news articles that are broadcast while he is in the air.  When Tom lands he disables “airplane mode” and his device downloads the missing news articles from the file repair server so that Tom can start catching up on his news feed.
4.2.4.1.3
Use Case #3 –Device is out of MBMS coverage but in good unicast coverage
Beth is a postwoman who delivers mail in some areas without  eMBMS coverage (MBMS signal is weak). Her GPS relies on broadcast traffic updates for route selection. While in the areas with low coverage, the device downloads missing traffic updates from the file repair server. Beth’s GPS always selects the best travel routes.
4.2.4.2
Recommended Requirements & Evaluation Criteria

4.2.4.3
Gap Analysis & Evaluation

4.2.4.4
Assumptions
The following working assumptions are made for this use case:
· The UE is able to obtain the Associated Procedure Description and the Schedule Description Fragment for the file that the UE is interested in downloading.

· The Schedule Description Fragment has a File Schedule for the file of interest  and/or a Session Schedule for the session in which the file of interest is broadcast.

· If the File Schedule for the file of interest is present it may or may not have the MD5 of the file.

4.2.4.5
Solution
4.2.5
Zapping Portal Services
4.2.5.1
Description
4.2.5.1.1
Use Case #1 –Mosaic Service
A mobile network operator offers “Mosaic channel service”, as an MBMS streaming service, as well as linear services like TV broadcast. A “mosaic channel” provides a mosaic of small video images that offers the access to the streaming services.
When a user taps a point on the mosaic screen, the pointed (small) video is highlighted and the associated audio is presented.

When the user flicks the screen, another mosaic channel appears.

When the user double-taps a point on the mosaic screen, the pointed service is selected and the user exits the mosaic service. Then the video is presented on the full screen together with the audio.

4.2.5.2
Recommended Requirements & Evaluation Criteria

4.2.5.3
Gap Analysis & Evaluation

4.2.5.4
Assumptions
4.2.5.5
Solution
4.2.6
Joint object protection

4.2.6.1
Description
4.2.6.1.1
Use Case
A live event is expected to generate a lot of interest among mobile users, so the mobile operator decides to offer it via MBMS. To reduce content preparation overhead, the service is offered as is over MBMS, i.e. using DASH. The content was prepared with separate Adaptation Sets and Representations for each media component (Audio, Video, Text, …). The transmission power is required to be used efficiently in the SFN area, which results in fair to poor reception quality at some spots of the SFN area. 
The media data is protected against channel errors and packet losses using FEC. The user is able to consume the service at acceptable quality for all media components and with reasonable start up delay.

4.2.6.2
Recommended Requirements & Evaluation Criteria
The following requirements apply:

· The solution should minimize the delay to recover and acquire the media content that is protected by FEC from the time the loss is detected until the time the recovered data is made available to the application 

· The solution should provide improved error resilience that results in equal protection for all media components of the content  

4.2.6.3
Gap Analysis & Evaluation

4.2.6.4
Assumptions
The following working assumptions are extracted:

· The solution should be based on FEC

· The importance of all components of the media presentation should be the same

· The FEC protection period should be aligned among the different components of the media presentation so not to jeopardize media synchronization
4.2.6.5
Solution
4.2.x
Enhancement#x:
[Editor’s note: This is a template]
4.2.x.1
Description
[Editor’s note: describe the use case or enhancement]
4.2.x.2
Recommended Requirements & Evaluation Criteria

[Editor’s note: OPTIONAL: derived requirements for the solution needed to achieve the enhancement]

4.2.x.3
Gap Analysis & Evaluation

[Editor’s note: OPTIONAL: analyse the enhancement to see what aspects are already solvable using current specification]
4.2.x.4
Assumptions
[Editor’s note: OPTIONAL: document what assumptions and agreements can be made to lead new technical solutions for the enhancement]
4.2.x.5
Solution
[Editor’s note: document how the enhancement is achieved using either existing or new methods]
4.3
Related Change Requests

The following change request has been agreed to enable the above use case and enhancements:
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