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1 Introduction
This document walks through the currently collected use cases in TR26.938v1.0.1 and addresses the status of the use case with additional aspects to be added. From the discussion in this document it is obvious that completion of the study item during SA4#74 is not feasible and therefore supports the proposed time plan in S4-130664.
2 Comments on Use Cases

2.1 6.2 Advertisement Insertion - Insertion into On-Demand Content
The use cases can be fulfilled by the existing TS26.247. 

The example in 6.2.3.2 shall be updated as the remote element is not an MPD, but a period.
    <!-- Advertisement --> 

    <Period xlink:href="http://adserver.com/movie_11/ad_1.period" xlink:actuate="onRequest" 

        duration="PT180S"/>
    <Period duration="PT1800S"> 

        <AdaptationSet mimeType="video/mp4" codecs="avc1.640828" frameRate="30000/1001" 

             segmentAlignment="true" startWithSAP="1"> 

            <BaseURL>video_2/</BaseURL> 

            <SegmentTemplate timescale="90000" initialization="$Bandwidth%/init.mp4v" 

             media="$Bandwidth%/$Time$.mp4v"/> 

            <Representation id="v0" width="320" height="240" bandwidth="250000"/> 

            <Representation id="v1" width="640" height="480" bandwidth="500000"/> 

            <Representation id="v2" width="960" height="720" bandwidth="1000000"/> 

        </AdaptationSet> 

    </Period> 

2.2 6.3 Advertisement Insertion - Insertion into Live Content
Change 6.3.2 as follows
The use case in section 6.3.1.1 can be fulfilled "by concatenating" a targeted MPD and the live MPD. However, this is part of a presentation layer outside the scope of DASH. 
The use case in section 6.3.1.2 is supported in the same way as discussed in section 6.2.1.1 for fixed duration advertisement. If only a common MPD will be used then targeted advertising is supported by using a remote element for the targeted advertisement.

2.3 6.4 Use Cases 3: Advanced Support for Live Services
The title should be change removing Use Cases 3.
Otherwise the documentation for live services is comprehensive.
2.4 6.5 Use Cases for Content Protection
The use case documentation and analysis is complete.

A more explicit gap analysis should be added as follows:
6.5.3 Gap Analysis

The support for DRM and content protection in TS26.247 is restricted. In order to address the efficient distribution of DRM-protected data, additional specification is necessary. However, as DRM requirements are diverse and driven by commercial decisions outside of 3GPP, a careful investigation of potential technologies is necessary.

Figure 1 shows a potential architecture which addresses also encryption and DRM. It should be consider to ensure interoperability left from the UE, i.e. to ensure that consistent and common encryption is provided. However, the details on key management may be left to deployments.
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Figure 1 DASH Deployment architecture
2.5 6.6 Use Case 5: Fast Media Start-up
Except removing "Use Case 5:" from the section title, this use case is well documented.
2.6 6.7 Use Case 6: Advanced Trick Modes

Except removing "Use Case 6:" from the section title, this use case is well documented.

2.7 6.8 Use Case 7: Content and Device Interoperability
The use case number should be removed.

Discussions on profiles and alignment with profiles is provided in S4-130668. Information from this document may be added here.

2.8 6.9 Advanced Support for Live Services
This section misses analysis against TS26.247 as well as gap analysis.

It is proposed to add the following tree sections to this use case.

6.9.2 Analysis against TS26.247
3GP-DASH supports live services by the use of MPD@type dynamic. In this case the segments are generated on the fly at the encoder and they are continuously published and made accessible by assigning a unique URL to each segment. 

Segment availability times are used to signal to clients the availability time of segments at the specified HTTP-URLs. These times are provided in wall-clock time and clients typically compare the wall-clock time to Segment availability times before accessing the segments at the specified HTTP-URLs. For dynamic services when the MPD is updated, the availability times of segments depend on the position of the Segment in the Media Presentation timeline. 

Segments have assigned presentation duration of the encoded media content. Publication of the segment is generally only possible once the entire resource is available. Once published, the client can start downloading the segment at the advertised URL. In case each segment has the same presentation duration, the client can quite easily predict when the next segment is made available. However, if the presentation duration varies, then the client is only ensured that a new segment is published after some maximum segment duration time. Therefore, the client needs to buffer accordingly before starting playout to avoid starving at the client once a segment with a maximum duration is generated at the serving end.
3GP-DASH restricts segment durations to be non-variable.
From deployments it is know that end-to-end latency accumulates typically to multiples of the segment duration, typically at least 3 times, but often more. If in addition, restrictions such as segmentAlignment set to true and startWithSAP to 2 (as done in many deployments), then adding an IDR frame at every segment boundary is required. In case small segments are required, the IDR frames in short interval typically decreases the coding efficiency. In addition, handling many small segments in the distribution networks may cause additional burdens, especially when kept for network PVR functionalities.

Technologies for avoiding such delays are considered, which include, but are not limited to:

· making the switching granularity and the segment duration size independent 

· enabling chunked transfer delivery over HTTP, i.e. segments are delivered before the segment is completely generated

· tight synchronization between the client and the streaming server to minimize effects of jitter 

· migrating small-segment Representations to Representation suitable for time-shift and On-Demand offerings 
6.9.3 Requirements

There are three major requirements for an effective low latency operation -DASH:
1. Sub-GOP latency. The scheme must allow for viewing experiences where delay behind true live is less than the average GOP size.  This decouples the encoding of the content from the desired latency characteristics and allows for more efficient encoding.
2. CDN compatibility.  The scheme must be compatible with how a typical content delivery network utilizes HTTP.  It must allow the CDN to cache the content as it moves through the network.
3. Single copy.  The scheme must allow a single copy of the content to be distributed through the network.  Since a major cost of Internet distribution of media content is the CDN cost, a scheme that requires two copies of the content (one for low latency, and another for time shifting) is undesirable. This is also relevant for broadcast distribution.
6.9.4 Potential Solutions

The potential solution addresses three aspects to deal with optimized and lower latency live distribution.

1. Provide the ability to announce that certain Representations that are offered a specific location may be available earlier than the general Segment availability time

2. Provide the ability that live and On-Demand content can be mixed, for example when canned advertisement is added to a live presentation.

3. Provide the ability to signal that certain resources are available earlier at the http-server but in this case they may be delivered with the HTTP Transfer-Encoding header set to chunked delivery mode. Note that the HTTP server may use this even for a regular request as all HTTP/1.1 compliant entities must support chunked transport delivery. 

In order to address this, it is proposed to add a new signalling element as part of the Segment Information DASH. The signalling element should be available with any Representation that is physically stored on server. To enable such signalling, and to fulfill the use case, the signal needs to be available in the following two elements of DASH:

· SegmentBase element. This is the case if the content is available only at one location and no BaseURL is used.

· In BaseURL in order to signal the availability of these features only in a specific location for this resource, but not in all of them.

In order to support this feature, the following should be signalled:

· Availability Start Time Offset: This is a negative offset that needs to be deducted from the regular segment availability start time and provides the adjusted segment availability start time. 

· The ability to signal that at the time of the request not the entire resource is available.  

Therefore it is proposed to add a new element AvailabilityAdjustment to the above mentioned elements that contains two attributes:

· @offset: The offset compared to the computed availability start time for this physical Representation. The type is xs:duration.

· @complete: The flag that announces whether the segment is complete at the requested time or not. If it is the latter the, then it indicates that the segment is delivered in chunked mode. The type is xs:boolean.

Note that this allows that for example a certain Period may signal all its Representations available using a high value for the @offset. This would indicate that the data can be accessed much earlier.
2.9 6.10 Consistent QoE/QoS for DASH users
This section is largely incomplete and shall serve as the baseline for other use cases. It is relevant that more documentation is provided along the proposed work in order to make proper conclusion the general use case. This includes work as documented in section 6.10.2:
-
Define an end-to-end reference architecture to understand the different components in the application and network and to what extent they influence the rate control. This includes servers, QoS architecture, RRM and schedulers as well as the clients implementation for among others, TCP congestion control, HTTP usage, selection of Adaptation Sets, buffer sizes and rate adaptation. 

-
Define a simple reference client architecture that decomposes the different components in the client that influence performance of the work.
-
Define some indicative performance metrics for streaming experience to discuss different options and solutions.
-
Identify the performance of a DASH client when operating with and without specific treatment in the network, possibly with client support. 

-
Communicate with SA1 on the specific DASH-specific aspects for UPCON and the progress on UPCON.

-
Considering potential optimisation on the various components.
2.10 6.11 DASH as download format
The use case is fully supported. Therefore it is proposed to add the following information to the Technical Report.

6.11.2 Analysis against TS26.247
3GP-DASH formats are defined to support download services, especially for advanced use cases for which access to individual components of the media is relevant. However, TS26.247 in section 6.3 only permits two types of file format for progressive download. In order to support this feature, a dedicated profile may be defined:
· single period

· single segment per Representation

· presence of segment index for download scheduling

· no requirements on segment alignment and IDR frames
This profile may then be added to section 6 of TS26.247 as a supported profile for progressive download over HTTP. Implementation guidelines may be added to provide details on how to use the format as download and progressive download format.
2.11 6.12 Use Case: Use case description for Efficiency of HTTP-caching infrastructure on DASH
The use case as documented in this section is supported with the availability of MVC since Rel-11. There are some issues with the exact profile definition as highlighted in document S4-130668 which require some attention, but the use case itself is supported. It is proposed to add a new section in TS26.247 that documents how the use case can be fulfilled by providing an example service offering.
6.12.2 Analysis against TS26.247
The use is fully supported since Rel-11 of  TS26.247. The example below shows a service offering that enables the use cases as documented in Figure 5.
	<?xml version="1.0"?>
<MPD 
  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
  xmlns="urn:mpeg:dash:schema:mpd:2011"
  xsi:schemaLocation="urn:mpeg:dash:schema:mpd:2011 DASH-MPD.xsd"
  type="static" 
  mediaPresentationDuration="PT3256S" 
  minBufferTime="PT10.00S"
  profiles="urn:mpeg:dash:profile:isoff-main:2011">
  
  <BaseURL>http://www.example.com/</BaseURL>
  
  <!--  In this Period there are only 2 views:  C1+C2 form a stereo pair; 
        C2 is the base view for MVC and C1 is the enhancement view -->
  <Period duration="PT1256.00S">
    <SegmentList>
      <Initialization sourceURL="seg-m-init-2.3gp"/>    
    </SegmentList>
    <AdaptationSet mimeType="video/3gp">
      <Role schemeIdUri="urn:mpeg:dash:stereoid:2011" value="r0"/>
      <!-- 2D-VGA -->
      <Representation id="1" bandwidth="128000" codecs="avc1.64011E">
        <SegmentList duration="10">
          <SegmentURL media="seg-m1-C2view-vga-201.mp4"/>
          <SegmentURL media="seg-m1-C2view-vga-202.mp4"/>
        </SegmentList>
      </Representation>
      <!-- 2D-720p -->
      <Representation id="2" bandwidth="512000" codecs=" avc1.64011F">
        <SegmentList duration="10">
          <SegmentURL media="seg-m1-C2view-vga-201.mp4"/>
          <SegmentURL media="seg-m1-C2view-vga-202.mp4"/>
        </SegmentList>
      </Representation>
    </AdaptationSet>
    <AdaptationSet mimeType="video/3gp">
      <!-- 3D-VGA -->
      <Role schemeIdUri="urn:mpeg:dash:stereoid:2011" value="l0"/>
      <Representation id="3" dependencyId="1" bandwidth="192000" codecs=" mvc1.76001E">
        <SegmentList duration="10">
          <SegmentURL media="seg-m1-C1view-vga-201.mp4"/>
          <SegmentURL media="seg-m1-C1view-vga-202.mp4"/>
        </SegmentList>
      </Representation>
      <!-- 3D-VGA -->
      <Role schemeIdUri="urn:mpeg:dash:stereoid:2011" value="l0"/>
      <Representation id="4" dependencyId="2" bandwidth="768000" codecs=" mvc1.76001F">
        <SegmentList duration="10">
          <SegmentURL media="seg-m1-C1view-1080p-201.mp4"/>
          <SegmentURL media="seg-m1-C1view-1080p-202.mp4"/>
        </SegmentList>
      </Representation>
    </AdaptationSet>
  </Period>
</MPD>


2.12 6.13 Use Case: Multiple Spectator Views offered with DASH
Additional technologies and discussion is provided in document S4-130667. It is proposed to add this information to TR26.938.
2.13 6.14 Use cases for operator control of DASH
The use cases documented in 6.14.2 contain some typical DASH operation, namely that a network is overloaded and therefore the bandwidth is reduced due to increased packet delays and losses. The bandwidth reduction is a reaction to reduced TCP throughput reacting to the above effects packet delay and packet loss. The DASH client will observe the reduced TCP throughout and will therefore use its rate adaptation to adjust the requested bandwidth in order to maintain proper throughout. 
The well-known TCP throughput upper bound can be used:

rate < (MSS/RTT)*(C/sqrt(Loss))
Typical examples are: MSS=1460 bytes, RTT between 50ms to 1sec, loss rate 1-e6 to 5%.
As an example, suppose the end-to-end delay of between the HTTP web caching servers and the client was 300 ms, and the packet loss rate was 1%.  Based on the TCP equation, the average throughput of a single HTTP connection would be approximately 385 Kbps.  
The actual performance of TCP is typically worse than predicted by the TCP equation, and gets harder to model when there are constraints on bandwidth and bandwidth varies. However, there is no counter-proof that the above approach does not work properly.
Users may be differentiated by the applying different packet delays and/or packet losses resulting in more or less bandwidth for the user.
The communication with the UE may be restricted by just applying regular TCP congestion control, namely by increasing/decreasing RTT and possibly dropping packets sporadically.

Based on this discussion, it is proposed to add the following to the gap analysis:

6.14.2 Gap Analysis against TS26.247
The two key issues in video delivery are user experience and delivery efficiency/costs.  One of the key performance indicators for video streaming is continuous loss-free playout. Rebuffering and packet losses are considered as the most severe degradation in video delivery. DASH addresses these issues by 

· relying on a reliable transport protocol, namely HTTP/TCP, and 

· by providing multiple switchable versions of the same content at different bitrates (aka representations). This enables the client to control its buffer states and choose the requested representations appropriate to the available access bandwidth in order to maintain continuous playout.

Adaptation to changing network conditions such as congestions are naturally handled by TCP congestion control and the end-to-end rate adaptation, driven by the DASH client.
When running TCP in a congested network the TCP throughput is reduced due to increased packet delays and losses. The bandwidth reduction is a reaction to reduced TCP throughput reacting to the above effects packet delay and packet loss. The DASH client will observe the reduced TCP throughout and will therefore use its rate adaptation to adjust the requested bandwidth in order to maintain proper throughout. 

The well-known TCP throughput upper bound can be used:

rate < (MSS/RTT)*(C/sqrt(Loss))
Typical examples are: MSS=1460 bytes, RTT between 50ms to 1sec, loss rate 1-e6 to 5%.

As an example, suppose the end-to-end delay of between the HTTP web caching servers and the client was 300 ms, and the packet loss rate was 1%.  Based on the TCP equation, the average throughput of a single HTTP connection would be approximately 385 Kbps.  
The actual performance of TCP is typically worse than predicted by the TCP equation, and gets harder to model when there are constraints on bandwidth and bandwidth varies. However, there is no counter-proof that the above approach does not work properly.

Users may be differentiated by the applying different packet delays and/or packet losses resulting in more or less bandwidth for the user.
Figure 2 shows the operational principles of DASH-based streaming delivery. The DASH server (in general a plain HTTP server or an intermediate proxy) hosts content at different quality/bitrate levels. Due to congestion, load or other reasons, the e2e network bandwidth may be constrained. The DASH client estimates the available bandwidth and adapts the selected quality/bitrate level to the available bandwidth to ensure continues playback. 
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Figure 2 Operational principles of DASH-based streaming

The network "communicates" with the client by applying regular TCP congestion control.
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Figure 3 Client Selection process
DASH-based services may be deployed w/o much impact to existing nodes and interfaces in mobile networks. According to Figure 2, the network can modify the bitrate of the DASH session by applying regular TCP congestion control methods (delay and packet-losses) and rely on the DASH client's rate adaptation logic as shown in Figure 3.

Since Release 10, DASH-based services may be QoS-supported. It was agreed on adding in Release 10 the Min-Requested-Bandwidth-UL and Min-Requested-Bandwidth-DL AVPs as part of the media information sent by the Application Function within the Media-Component-Description AVP and allowing the derivation of Authorized Guaranteed Data Rate UL and Authorized Guaranteed Data Rate DL according to the supplied values. TS26.247 provides an informative Annex with an example mapping of DASH/MPD parameters to apply the relevant QoS derivation.
Based on these discussions, DASH-based video delivery and using HTTP/TCP, it works seamlessly in multiple access systems (where transmission resources are shared among users), such as cellular wireless. It lends itself easily to performance differentiation among users and content providers and has basically no impact on existing nodes and interfaces in the EPS (e.g., no need for transcoding).

If any additional operational modifications in 3GP-DASH are necessary for further optimizations requires detailed analysis. 
For example, the benefit of signalling events of MPD updates should be investigated in the context of this use case.

2.14 6.15 Use Cases for Improved DASH Operation with Proxy Caches
The use cases of section 6.15 are not well structured and require some reorganization. For example section number 6.15.3 appears twice. This needs to be fixed. 
In addition it is proposed to add the following section:
6.15.4 Gap Analysis against TS26.247
The use cases are largely fulfilled with client-based rate adaptation as documented in section 6.14.2. However, it may be necessary that the intermediate proxy cache has the ability to inform the client. Among others, the following technologies may be considered for enhancing the DASH operation in situations as documented above:
· TCP/IP and rate adaptation: TCP/IP congestion control, bandwidth measurements and DASH rate adaptation as documented in 6.14.2
· BaseURL: It identifies different "networks" where content or parts of the content is available

· DASH events: provide to send inband information to DASH clients

· HTTP status and error codes for responses: Provides general HTTP methods to provide information to user agents passing through HTTP stacks.
· Other control channels.
The usage of redirect codes 3xx is considered suitable for many cases. However, it is essential that the information is properly communicated. A consistent implementation of 3xx redirect codes in HTTP stacks as well as the ability to send information as message body in 3xx codes is considered a powerful tool and may serve as one solution to the problems. The following aspects may needs further specification work:
· Consistent usage of 3xx codes in HTTP stacks

· The ability to send more detailed information in the message body of 3xx codes

· The ability to "redirect" not only per segment, but on more permanent basis, for example on BaseURL or Representation level
Solutions in this context are expected to be aligned with MPEG-DASH.  
2.15 6.16
MBMS-assisted operator service with caching of DASH content at UE terminals
The use case of section 6.16 discusses should be discussed as part of MI-EMO and MI-MooD in order to avoid dedicated technology for MBMS. It is proposed to add the following sections
6.16.3 Gap Analysis against TS26.247
The use case requires smart middleware that communicates with the network in order to improve the DASH streaming experience. A significant amount of the aspects discussed in these use cases relate to the operation of MBMS and DASH. The use case are more suitably be discussed DASH-independent and as an enhancement to MBMS user services in the context of T2S26.346.
2.16 6.17
Advertisement insertion in the operator network
High-level comment:

· Use the technologies documented above

· Communicate with DASH-IF
2.17 6.18
Handling special content
High-level comment:

· Communicate with MPEG
2.18 6.19 Use cases for Server and Network Assisted DASH
High-level comment:

· Combine with section 6.15

· Communicate with MPEG
2.19 6.20 Use Cases on DASH Authentication
High-level comment:

· largely outside scope of SA4, communicate with SA1, SA2 and SA3
· do not provide a DASH specific solution

3 Proposal
It is proposed to update TR26.938 with the different aspects in this document and to continue the study item in order to complete TR26.938.
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