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1 Introduction
The incoming LSs from SA2 [1], CT1 [2] and CT3 [3] on End-to-end QoS handling in MTSI have been analyzed and comments are included in this document.
2 LS from SA2
SA2 answer:
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Comments:

If the MBR and GBR values are known to the client then it should use these values to derive the maximum and minimum bit rates.

When the MBR and GBR values are not known then the client should derive the maximum bitrate from the b=AS value and should assume that GBR is either set to:

· 0, in case the codec has no natural minimum bitrate; or:

· the lowest bitrate supported by the codec.

SA2 answer:
 SHAPE  \* MERGEFORMAT 



Comments:
The QoS parameters for 2G/3G are defined in TS 23.107 [7]. For MBR one can see the following:

Maximum bitrate (kbps)

Definition: maximum number of bits delivered by UMTS and to UMTS at a SAP within a period of time, divided by the duration of the period. The traffic is conformant with Maximum bitrate as long as it follows a token bucket algorithm where token rate equals Maximum bitrate and bucket size equals Maximum SDU size.

and:
Guaranteed bitrate (kbps)

Definition: guaranteed number of bits delivered by UMTS at a SAP within a period of time (provided that there is data to deliver), divided by the duration of the period. The traffic is conformant with the guaranteed bitrate as long as it follows a token bucket algorithm where token rate equals Guaranteed bitrate and bucket size equals Maximum SDU size.

The Evolved Packet Core (EPC) uses the EPC Bearer concept TS 23.401 [8] which includes MBR and GBR. SA2 have agreed to not use any token bucket definition for MBR and GBR. They instead decided to just define these parameters with the bitrate.
3 LS from CT1
CT1 answer:

 SHAPE  \* MERGEFORMAT 



Comments (to text highlighted in bullet 3):
The statement is true for the legacy b=AS parameter is used to negotiate the bandwidths. An example of the offer/answer negotiation is given below.
The originating client sends the following SDP offer:

	Example SDP offer

	m=audio 49152 RTP/AVP 97 99

b=AS:49

a=tcap:1 RTP/AVPF

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


If the terminating client accepts AMR-WB codec then it should send the following SDP answer:

	Example SDP answer if AMR-WB is accepted

	m=audio 49152 RTP/AVP 97

b=AS:49

a=tcap:1 RTP/AVPF

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


In this case, no further SDP offer/answer is needed since both end-points understand that the other end-point is prepared to receive 49 kbps and the bearers should be set up for 49 kbps.

If the terminating client accepts the AMR codec then it should send the following SDP answer:

	Example SDP answer if AMR is accepted

	m=audio 49152 RTP/AVP 99

b=AS:37

a=tcap:1 RTP/AVPF

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


This case is more problematic since:

· The originating client understands that the terminating client is prepared to receive 37 kbps

· The terminating client understands that the originating client is prepared to receive 49 kbps

· The fact that AMR is used in the session does NOT change the bandwidth that the originating client has offered to receive

· The terminating client could use the extra bandwidth to send redundancy information

· There is no way for the terminating client to indicate in the SDP answer that it will send with only 37 kbps
The correct bearer setup would therefore be:

· 37 kbps for the direction originating client ( terminating client

· 49 kbps for the direction terminating client ( originating client

If the bearers for the originating client are then set up the bearers for 37 kbps in both directions then there is a risk that the terminating client sends media with a bitrate up to 49 kbps, because that is the only limitation that the terminating client knows of, which means that the policing function will likely drop or delay packets. This will cause bad quality.
The only currently existing solution to ensure that the terminating client does not send too high bitrate is for the originating client to initiate a 2nd SDP offer/answer negotiation with only AMR.
If it would be possible to specify what bandwidths that will be used for each individual RTP Payload Type, then no second offer/answer exchange is needed because it is clear from the SDP answer which RTP Payload Type that is accepted and which bandwidths that are defined for that RTP Payload Type.
With the new SDP attribute proposed in [6] it is possible to define bandwidths for both the sending and the receiving directions. It is possible to use the same bandwidth in both directions but it is also possible to define different bandwidths for sending and receiving.

An example offer/answer negotiation using the “a=bw” attribute proposed in [6] is shown below:

	Example SDP offer

	m=audio 49152 RTP/AVP 97 99

b=AS:49

a=tcap:1 RTP/AVPF

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:99 AMR/8000/1

a=bw:sendrecv 99 SMT:tb=49000:1400

a=fmtp:99 mode-change-capability=2; max-red=220

a=bw:sendrecv 99 SMT:tb=37000:1400

a=ptime:20

a=maxptime:240


If the terminating client accepts AMR-WB codec then it should send the following SDP answer:
	Example SDP answer if AMR-WB is accepted

	m=audio 49152 RTP/AVP 97

b=AS:49

a=tcap:1 RTP/AVPF

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=bw:sendrecv 99 SMT:tb=49000:1400

a=ptime:20

a=maxptime:240


This is the same as before, except that resource allocation functions can now be sure that 49 kbps applies in both directions.
If the terminating client accepts the AMR codec then it should send the following SDP answer:

	Example SDP answer if AMR is accepted

	m=audio 49152 RTP/AVP 99

b=AS:37

a=tcap:1 RTP/AVPF

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=bw:sendrecv 99 SMT:tb=37000:1400

a=ptime:20

a=maxptime:240


When the resource allocation function sees the SDP answer then it can be sure that 37 kbps is the maximum bitrate in both directions. Furthermore, since this was defined already in the SDP offer then the resource allocation function can be sure that both end-points have agreed on this bandwidth. There is no ambiguity that may cause conflicts between what the network has allocated and what the end-points are going to do.
Comments (to text highlighted in bullet 4):

The source foresees that each end-point could very well want to use different bandwidth values for sending and receiving directions, both for the maximum bitrate and the minimum bitrate. This will certainly be used for asymmetric sessions. In such cases, the PCRF therefore need to allocate MBR and GBR differently for uplink and downlink.
CT1 answer:
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Comments (to text highlighted in bullet 3):

The procedures are needed in both SDP offer and SDP answer.
The initiating client (A) should indicate:

· what bandwidth variations it wants to use when sending media A(B; and:

· what bandwidth variations it can accept for the receiving media B(A.

The terminating client (B) should indicate:

· if it accepts the bandwidth variations that the initiating end-point wants to use for the A(B direction or if it wants can only accept a smaller variation; and:

· if it will send media B(A with the maximum variations defined in the SDP offer or if it is going to send with smaller variations.
If this is defined individually per RTP Payload Type then no extra SDP offer/answer should be needed.
CT1 answer:
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Comments:

Ericsson’s opinion is that the proposed mechanism should be designed such that it can be used for any media and any codec. It is not limited to one specific codec and not to one specific access network.
4 LS from CT3
CT3 answer:
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Comments:

Ericsson agrees that a clear definition of bandwidth variability is missing. Ericsson’s preference is to use a Token Bucket.
CT3 answer:
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Comments:

The clients need to be able to operate in different networks, e.g. when roaming. Since the bandwidth variations depend on operator policies, which can be different for different operators, then it becomes even more important to inform the clients about what the network allows.
CT3 answer:
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Comments:

The clients need to be able in different networks, e.g. when roaming. Since the minimum bandwidth depend on operator policies, which can be different for different operators, then it becomes even more important to inform the clients about what the network has allocated.
5 Proposal
Use the included comments in the continuing work on end-to-end QoS handling in E2EMTSI.
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It should be possible for a client to declare the preferred minimum bitrate it wants to use.


SA2 understands that one purpose of such information (according to the quoted objectives of the WID) would be to provide information that policy functions can use to determine the required resources. PCC supports the reservation of a guaranteed bit rate (GBR) and a maximum bit rate (MBR), which is propagated to the radio network and used in the resource reservation within the EPS and the RAN.


SA2 would like to inform SA4 that 29.213 define that the MBR and GBR values can be assigned using the codec specific SDP attributes or b=AS parameter, unless operator defined policies assigns a different MBR and GBR values for a particular service. In the case of MBR > GBR then the MBR value can be assigned using codec specific SDP attributes or b=AS, and GBR value based on operator policies defined in the PCRF. 


SA2 assumes that procedures explained above are sufficient for selecting GBR and MBR values.





It should be possible for network functions to declare what minimum bitrate it has allocated.


The UE is always informed about the allocated GBR and the accepted MBR by the existing EPS session management procedures defined in 23.401.The allocated GBR shall be interpreted by the UE as the minimum bitrate (under consideration of a possible aggregation of services in the same bearer).





In addition, PCC functionality can provide feedback about the successful allocation of resources according to the AF request (i.e. minimum bit rate) towards the IMS, if the AF requested it. The value of the allocated minimum bitrate is however not provided to the AF as this is derived according to operator policies defined in PCRF. Furthermore, IMS procedures to propagate and/or reconcile information about the allocated bandwidth variation towards the calling party and the called party are also not defined.





SA2 assumes that the existing procedures to inform the UE about the allocated GBR are sufficient.





It should be possible for network functions to indicate the amount of bandwidth variation that can be supported without having to enforce traffic shaping.


It should be possible for a client to declare the preferred bandwidth variability it wants to use when sending.


As described above, the PCC system derives the MBR from the codec specific SDP attributes or the b=AS value and thus the shaping functions in the network are prepared to handle traffic up to this bitrate. If the bandwidth variations are larger than what the policing functions in the network allow then this may lead to traffic shaping and an increased delay for the packets exceeding the sending rate,. This should however be identical to the situation that the sender delays packets to be in compliance with the sending rate. SA2 assumes that packet losses would only occur in heavy network load situations, e.g. if the RAN is congested. TS 23.107 define the reference algorithm for the interpretation of the bit rates and all policing functions are operating accordingly.


SA2 assumes that the network is prepared to support the highest possible bandwidth and thus traffic shaping would not occur as long as the sending rate is not exceeding this bandwidth.





It should be possible for network functions to declare what minimum bitrate it has allocated.





CT1 would like to comment the following


Network nodes in the IMS do not send SIP requests or response on their own behalf. The suggested information would need to be added to SIP messages that the network node receives from the UE.


In the IMS, SIP proxies such as the P-CSCF MUST NOT modify the received SDP.


Network initiated bandwidth allocation happens latest after the SDP answer is being received by the P-CSCFs serving the calling and the called user, taking into account the codecs selected by the answerer. So even if a P-CSCF would modify an SDP answer to indicate the allocated bandwidth, or include that information in the corresponding SIP message, this information would only reach the SDP offerer. This means that the UE acting as SDP offerer would need to use a second offer/answer exchange to allow sending information about the allocated bandwidth to the SDP answerer. If the SIP  preconditions framework is used, such a second offer-answer exchange will be performed when the resource allocation is complete, and would thus reach the SDP answerer with a certain delay, subject to the constraints in bullets 1 and 2. 


The PCRFs serving the calling and the called user allocate bandwidth separately for the access network connection towards their served users; the allocated bandwidths could differ. Is there an expectation that both sides always allocate the same value? Or is it expected the corresponding P-CSCFs communicate the allocated bandwidth values separately? Or are some negotiation procedures to agree on a single value envisioned?





[It should be possible for network functions to indicate the amount of bandwidth variation that can be supported without having to enforce traffic shaping.]





While the precise meaning of traffic shaping is outside the expertise of CT1, CT1 would like to comment the following: 


Network nodes in the IMS do not send SIP requests or responses on their own behalf. The suggested information would need to be added to SIP messages that the network node receives from the UE.


In the IMS, SIP proxies such as the P-CSCF MUST NOT modify the received SDP.


It is unclear if those procedures apply for the SDP offer or answer phase. However, PCC interactions are only mandated at the SDP answer phase (and are optional at SDP offer phase) and network initiated resource allocation will be performed latest in the SDP answer phase. If those procedures apply for the SDP answer phase, e.g. because allocated resources are being considered, similar comments as raised under bullet 3 above would apply.


The PCRFs serving the calling and the called user allocate resources separately for the access network connection towards towards their served users; the allocated resources could differ. Thus, similar comments as raised in bullet 4 above could apply.


 One company believes that limiting the amount of bandwidth variation that can be produced by the UE is challenging and will increase UE complexity as bandwidth variability can depend on the source material.





CT1 would like to ask whether the proposed mechanisms are: 


General applicable


Specific to Codecs, and if so which


Specific to Access Networks, and if so which





It should be possible for a client to declare the preferred bandwidth variability it wants to use when sending.


A clear definition of bandwidth variability is missing. CT3 would welcome a clarification in that respect from SA4.





In order to allow the PCRF to take this new information into account in policy decisions, stage 3 work in CT3 would be required.





Further, only a guaranteed bit rate (GBR) and a maximum bit rate (MBR) are supported on the PCC Gx interface from PCRF to PCEF, within the GTP protocol and in RAN. Should the "preferred bandwidth variability" be directly taken into account within the PCEF and RAN resource reservation, extensive extension in many specifications would be required, and stage 2 work in SA2 would be required as a first related step.





It should be possible for network functions to indicate the amount of bandwidth variation that can be supported without having to enforce traffic shaping.


Such information would depend on policies and would need to be provided by PCC. Such functionality is not yet available and would require stage 2 and stage 3 work. It should be noted that this work might also impact the Gx interface, GTP and the RAN: As outlined above, the "preferred bandwidth variability" is not directly supported at those interfaces. Further, the RAN resource reservation does not provide feedback on real allocated resources to the PCEF, and the PCEF does not make such information available to the PCRF.





It should be possible for network functions to declare what minimum bitrate it has allocated.


Such information would depend on policies and would need to be provided by PCC. Such functionality is not yet available and would require stage 2 and stage 3 work. It should also be noted that the resources are reserved independently by different network entities, and the allocated minimum bitrates might thus vary and some procedures for consolidation might be required.








