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Introduction

This documents summarizes the relevant EVS project Qualification deliverables by VoiceAge, as specified in [1], namely

· High-level technical description of VoiceAge’s candidate algorithm

· Compliance to Design constraints

· Objective evaluation results.

· The contribution “VoiceAge listening laboratory report” [2] further supplements it with the listening laboratory report. 
· VoiceAge submitted its IPR declaration to ETSI.
High-level technical description of VoiceAge’s candidate algorithm

General description

The VoiceAge EVS candidate codec is a classification-based algorithm optimized to encode speech as well as generic audio inputs. The input signal is first classified as active or inactive using a detector of audio activity, i.e. discriminating all signals other than silence or background noise. Next step involves classification of different speech categories. In general, speech frames are processed through a Linear Prediction (LP) based model, derived from the Algebraic Code-Excited Linear Prediction (ACELP) algorithm [3]. The final step involves discrimination between speech dominated content and music dominated content. A transform domain is used to encode music dominated content.
The VoiceAge candidate solution further supports low bitrate Variable Bitrate (VBR) coding, following constraints specified in the EVS Design constraints document [4]. This mode is optimized for efficient coding of low bitrate speech and uses similar classification of speech frames as the constant bitrate modes with the difference that variable bit budget is used depending on the signal class.

Among other optional features, the VoiceAge candidate supports rendering not only of narrowband (NB), wideband (WB), and super-wideband (SWB) bandwidth of the input signal, but also Full-band (FB).

Further, the solution comprises a highly integrated interoperable mode with all bitrates of the AMR-WB codec [1], again following constraints of [4]. The close integration of the AMR-WB within other EVS modes allowed for limited usage of program memory. Further, the AMR-WB interoperable modes take advantage of the different performance enhancements during the EVS candidate solution design. Seamless switching between both modes is also supported.
The VoiceAge EVS candidate codec comprises several mechanisms to cope with impaired channel conditions, both intrinsically by design, but also through special processing at the decoder side. Further, an integrated Jitter buffer management (JBM) is part of the solution to cope with jitter inherently present in packet based communications.

VAD/DTX/CNG

The codec is equipped with Discontinuous Transmission (DTX) functionality, allowing saving bandwidth during pauses in communication. The DTX supports adaptive update rate depending on the characteristics of the background noise. This feature allows maximizing transmission bandwidth savings for high signal-to-noise ratios (SNR) of the input signal and if the background noise is stationary. However, SID update frames are sent with a frequency never exceeding once per 8 frames. Though the Design constraints [4] mandated the DTX operation support only up to 24.4. kb/s, the VoiceAge candidate provides the DTX operation possibility up to the highest supported bitrate. At higher bitrates, the DTX is however very conservative in order to preserve the communication environment. Still, it allows saving bandwidth in high SNR environments without perceptual degradation.
The DTX operation is controlled by a sophisticated Voice Activity Detector (VAD), or rather a Signal Activity Detector (SAD) in the EVS case. The SAD allows cutting off the communication bitrate on background noise, still being robust to encode speech and generic audio signals using full bitrate. The SAD is based on frequency-dependent SNR which compared to a threshold. The threshold is variable, changing with the estimated long-term SNR such that the signal activity is relatively independent of the input signal SNR (within the anticipated operational range of the EVS codec).

The SNR estimation needs a robust estimation of the noise level. The noise level is estimated during inactive frames, per critical band. The decision on signal activity for noise update is parametric, decoupled to a large extent from the VAD decision and from the input signal level. It is based on several parameters such as stability of the estimated pitch period, normalized correlation of the current frame with the past signal, frame harmonicity, frame stationarity with respect to the past, etc.
At the decoder, comfort noise generation (CNG) is used during DTX frames. The CNG is based on scaled random excitation passed through a LP synthesis filter. The energy of the excitation, as well as the filter parameters are transmitted to the decoder via Silence Insertion Description (SID) frames.
Preprocessing

Different preprocessings are used prior to the actual encoding of the current audio frame. First, the input signal is high-pass filtered to remove any DC component. Then, resampling functions are used to accommodate for all the supported input signal sampling rates. Further, frequency analysis is carried out, followed by the SAD, noise level estimation, and long-term estimation of active signal energy and noise energy. 

The LP analysis is performed to obtain weighted speech signal for open-loop pitch estimation, as well as for the LP filter used in LP-domain coding. The open-loop pitch is estimated in the correlation domain with care being taken to avoid pitch multiples and submultiples. Finally the tilt of the input signal is estimated. It is used in different steps of signal classification.
The classification of the input frame is done in the following steps. After the discrimination of inactive frames by means of the SAD, unvoiced speech frames are discriminated based on a combination of a set of parameters. Then, stable voiced speech frames are discriminated, based on the value of the normalized correlation with the past signal, and stability of the estimated speech pitch. Next step involves discriminating frames following voiced speech onset frames, i.e. frames particularly sensitive to frame erasures in a CELP based framework. The final step involves discrimination between speech dominated content and music dominated content. This discrimination is done using Gaussian mixture model (GMM).
LP-based processing

The LP-domain coding is based on the ACELP algorithm with several modalities optimized for different speech classes. The 16 order LP filter is quantized using multi-stage vector quantization of Line Spectral Frequency (LSF) representation of the filter coefficients. While the filter is quantized for the whole frame, intermediate LP filter is also estimated. This filter serves to design the best interpolation path of the LSFs for each subframe. The selected path is also quantized and transmitted. The LP filter quantization uses safety-net functionality. This functionality basically supresses the quantizer prediction on frames that are too critical from the frame erasure point of view. 
To select the excitation signals, the analysis-by-synthesis paradigm is used where the error is perceptually weighted similarly to [1].

Unvoiced speech frames are coded using a dedicated unvoiced-speech coding (USC) mode where Gaussian codebook is used to excite the LP synthesis filter. The adaptive codebook is missing in this mode of operation given that no periodicity is assumed in unvoiced speech frames. Still, analysis-by-synthesis is used to find the best combination of Gaussian codevectors and corresponding gains.
Stable voiced speech frames are coded using an optimized flavor of the ACELP model called voiced speech coding (VSC). This is the traditional ACELP with limited bit budget for the adaptive codebook, and more bits attributed to the algebraic codebook. The limitation of the adaptive codebook bit budget is possible due to a constrained pitch evolution during voiced speech frames.

The frames following voiced speech onset frames are coded with a modified ACELP model with limited use of prediction based on past frames. It is called the transition speech coding (TSC). In this mode, the adaptive codebook of ACELP is replaced with a glottal pulse codebook such that the excitation signal from past frames is not used in the TSC frames. This has the advantage to significantly suppress error propagation at the decoder side in case the preceding speech onset frame is erased.

Remaining speech frames are processed through the generic ACELP using a generic ACELP. This mode is called generic speech coding (GSC).

Bandwidth extension technologies

Depending on the input signal bandwidth, the ACELP coding does not always cover the whole bandwidth and bandwidth extension (BWE) technologies are used to cover the missing part. While this does not apply for NB inputs, for WB inputs BWE is used to cover the bandwidth up to 8 kHz. Similarly, for SWB inputs, BWE is used to cover the frequencies up to 16 kHz and up to 20 kHz for FB inputs.
Transform-based processing

The music dominated frames are processed in transform domain. The discrimination of music frames is done using a modified Gaussian mixture model (GMM) classifier. Modified Discrete Cosine Transform (MDCT) with overlap-and-add procedure is used to encode music frames. Prior to the transform, the time signal is weighted using an asymmetrical window. The transformed signal is divided into several sub-bands and normalized using a quantized spectral envelope. Then the fine structure of the transformed signal is encoded using a vector quantization algorithm. As overlap-and-add procedure is used for MDCT coded frames, special transition frames are used during transitions between LP-coded frames and MDCT coded frames.
Channel errors protection
The VoiceAge candidate codec was designed to be robust to channel errors. The robustness to channel errors is achieved through intrinsic design features like the usage of the TSC mode and the safety-net LSF quantization. Further, the performance in presence of channel errors is enhanced at the decoder. Erased speech frames are concealed by estimating the excitation signal and the LP synthesis filter. For erased frames following voiced frames, the excitation of the last correctly received frames is periodically repeated with some attenuation and addition of random noise. For erasures following unvoiced speech, only noise excitation is generated. Finally a careful energy control over the erased frames, but also over the frames following the erasure, is applied, and the pitch evolution is controlled. 
The codec is also equipped with a JBM to cope with the jitter inherent in packet networks. Apart from managing the buffer, the JBM integrates the channel protection capabilities of the EVS codec.
AMR-WB Interoperability

The complete and optimized interoperability with the AMR-WB codec is part of the VoiceAge candidate codec solution. The fact that the VoiceAge EVS candidate solution is based on the similar core technology as the AMR-WB codec allowed for a close integration of the AMR-WB modes within the complete solution. The advantage of this is reduced memory consumption, but also an easy switching between both modes. The switching is supported on frame basis, meaning that the codec can switch from EVS native modes to AMR-WB interoperable modes from frame to frame, and the other way around. 
The AMR-WB interoperable modes take advantage of several features developed during the development of the new EVS modes, such as enhanced pitch tracking, better frame erasure concealment, adaptive low-frequency postprocessing etc. This fact allows for significantly better performance of the AMR-WB interoperable mode with respect to the legacy AMR-WB in some configurations. This is particularly the case in presence of channel errors.
Compliance to Design constraints

The EVS codec candidate conforms to all design constraints as specified in the EVS Permanent Document #4 [4]. In particular, the following design constraints are detailed, as specified in Rule 1 of the EVS Permanent document #5: Selection rules for qualification phase [5]:
· Support for 8, 16 , 32 and 48 kHz input and output sampling rates
The VoiceAge EVS codec candidate supports all the mandatory sampling rates. Further, the output sampling rate of the decoder can be specified independently of the encoder input signal sampling rate. The encoder further has a mean to accept external indication about the maximum audio bandwidth. This information can be fed into the encoder on the fly, i.e. on a frame basis.
· All mandatory bitrates
The VoiceAge EVS codec candidate supports all mandatory bitrates, namely 7.2 kb/s, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, 128 kb/s. The EVS candidate further supports source controlled variable bit rate (VBR) coding at around 5.9 kb/s average gross bit rate over active speech frames. The VBR coding of active speech is composed of frames specified in [4].
In DTX operation, the codec SID frames use maximum gross bit rate of 48 bits per frame.
The codec’s AMR-WB interoperable modes include all AMR-WB modes of operation with the following bit rates: 6.6, 8.85, 12.65, 14,25, 15.85, 18.25, 19.85, 23.05, 23.85 kb/s. The interoperable SID frames are of 40 bits net source size during DTX operation.
· Algorithmic delay
The VoiceAge EVS codec candidate solution has algorithmic delay not exceeding 30 ms.
· Complexity of the required operation modes

· Estimated computational complexity
The estimated computational complexity of the VoiceAge candidate codec is approximately 86 WMOPS in the worst case of the required operation modes for complexity measurements.
· Table ROM
The Table ROM of VoiceAge candidate codec is 86.6 kWords.
· Estimated Program ROM
The estimated program ROM of the VoiceAge candidate codec is below 54 kWords.
· Estimated RAM
The estimated RAM of the VoiceAge candidate codec is below 89 kWords.
· 20 ms frame length
The VoiceAge candidate codec operates with fixed-length 20 ms frames.
· Compliance with DTX operation requirements for mandatory modes
The VoiceAge candidate codec supports the DTX operation and complies with all requirements for mandatory modes. The DTX operation can be enabled via command line. The DTX operation is supported for all EVS codec bitrates. The maximum SID frame size is 48 bits. Though the DTX operation allows for adaptive update rate, the update rate never exceed once per 8 frames.
· Output gain
The VoiceAge codec does not amplify the input signal. Compliance with this design constraint was verified in the EVS codec candidate objective evaluation, and the results can be consulted in the next section.
Objective evaluation results

The VoiceAge EVS codec candidate passed all the objective evaluation requirements. The verified conditions are detailed in the respective subsections:
1. Gain verification (design constraints) (Gain)
The Design constraints permanent document [4] specifies that the EVS candidate codecs shall not amplify the output signal relative to the input signal beyond limits. The limits were further set in the EVS permanent document #7a: Processing functions for qualification phase [7] specifying that CuTs must not amplify the signal in the active frames per subband (0-4kHz, 4-8kHz, 8-16kHz) with the accepted tolerance of 0.5 dB. The Gain check tool v3.0 [7] was used to verify these objective requirements. The relevant tool output is copied below:
	Cond.
	 
	
	Gain Thres
	Gain OK
	

	A-C13
	 
	
	0.50dB
	Pass
	

	A-C14
	 
	
	0.50dB
	Pass
	

	A-C15
	 
	
	0.50dB
	Pass
	

	A-C16
	 
	
	0.50dB
	Pass
	

	A-C17
	 
	
	0.50dB
	Pass
	

	A-C18
	 
	
	0.50dB
	Pass
	

	A-C19
	 
	
	0.50dB
	Pass
	

	A-C20
	 
	
	0.50dB
	Pass
	

	A-C21
	 
	
	0.50dB
	Pass
	

	A-C22
	 
	
	0.50dB
	Pass
	

	C-C17
	 
	
	0.50dB
	Pass
	

	C-C18
	 
	
	0.50dB
	Pass
	

	C-C19
	 
	
	0.50dB
	Pass
	

	C-C20
	 
	
	0.50dB
	Pass
	

	C-C21
	 
	
	0.50dB
	Pass
	

	C-C22
	 
	
	0.50dB
	Pass
	

	D-C19
	 
	
	0.50dB
	Pass
	

	D-C20
	 
	
	0.50dB
	Pass
	

	D-C21
	 
	
	0.50dB
	Pass
	

	D-C22
	 
	
	0.50dB
	Pass
	

	D-C23
	 
	
	0.50dB
	Pass
	

	D-C24
	 
	
	0.50dB
	Pass
	

	D-C25
	 
	
	0.50dB
	Pass
	

	E-C15
	 
	
	0.50dB
	Pass
	

	E-C16
	 
	
	0.50dB
	Pass
	

	E-C17
	 
	
	0.50dB
	Pass
	

	E-C18
	 
	
	0.50dB
	Pass
	

	E-C19
	 
	
	0.50dB
	Pass
	

	E-C20
	 
	
	0.50dB
	Pass
	

	E-C21
	 
	
	0.50dB
	Pass
	

	E-C22
	 
	
	0.50dB
	Pass
	

	E-C23
	 
	
	0.50dB
	Pass
	

	E-C24
	 
	
	0.50dB
	Pass
	

	E-C25
	 
	
	0.50dB
	Pass
	

	E-C26
	 
	
	0.50dB
	Pass
	

	E-C27
	 
	
	0.50dB
	Pass
	

	E-C28
	 
	
	0.50dB
	Pass
	

	E-C29
	 
	
	0.50dB
	Pass
	

	E-C30
	 
	
	0.50dB
	Pass
	

	E-C31
	 
	
	0.50dB
	Pass
	

	G-C17
	 
	
	0.50dB
	Pass
	

	G-C18
	 
	
	0.50dB
	Pass
	

	G-C19
	 
	
	0.50dB
	Pass
	

	G-C20
	 
	
	0.50dB
	Pass
	

	G-C21
	 
	
	0.50dB
	Pass
	

	G-C22
	 
	
	0.50dB
	Pass
	

	G-C23
	 
	
	0.50dB
	Pass
	

	H-C17
	 
	
	0.50dB
	Pass
	

	H-C18
	 
	
	0.50dB
	Pass
	

	H-C19
	 
	
	0.50dB
	Pass
	

	H-C20
	 
	
	0.50dB
	Pass
	

	H-C21
	 
	
	0.50dB
	Pass
	

	H-C22
	 
	
	0.50dB
	Pass
	

	H-C23
	 
	
	0.50dB
	Pass
	

	H-C24
	 
	
	0.50dB
	Pass
	

	I-C13
	 
	
	0.50dB
	Pass
	

	I-C14
	 
	
	0.50dB
	Pass
	

	I-C15
	 
	
	0.50dB
	Pass
	

	I-C16
	 
	
	0.50dB
	Pass
	

	I-C17
	 
	
	0.50dB
	Pass
	

	I-C18
	 
	
	0.50dB
	Pass
	

	I-C19
	 
	
	0.50dB
	Pass
	

	I-C20
	 
	
	0.50dB
	Pass
	

	K-C17
	 
	
	0.50dB
	Pass
	

	K-C18
	 
	
	0.50dB
	Pass
	

	K-C19
	 
	
	0.50dB
	Pass
	

	K-C20
	 
	
	0.50dB
	Pass
	

	K-C21
	 
	
	0.50dB
	Pass
	

	K-C22
	 
	
	0.50dB
	Pass
	

	K-C23
	 
	
	0.50dB
	Pass
	

	L-C17
	 
	
	0.50dB
	Pass
	

	L-C18
	 
	
	0.50dB
	Pass
	

	L-C19
	 
	
	0.50dB
	Pass
	

	L-C20
	 
	
	0.50dB
	Pass
	

	L-C21
	 
	
	0.50dB
	Pass
	

	L-C22
	 
	
	0.50dB
	Pass
	

	L-C23
	 
	
	0.50dB
	Pass
	


2. JBM compliance to TS 26.114 (design constraints) (JBM)
The tool defined in EVS-7a [7] was used to create JBM objective metrics. The results of the evaluation as output by the tool for all relevant conditions are detailed below:
----------------------------------

JBM Obj PR of conditions in Exp F

----------------------------------

====== c39 ======

  delay criteria: passed

  jico  criteria: passed

====== c40 ======

  delay criteria: passed

  jico  criteria: passed

====== c41 ======

  delay criteria: passed

  jico  criteria: passed

====== c42 ======

  delay criteria: passed

  jico  criteria: passed

====== c43 ======

  delay criteria: passed

  jico  criteria: passed

====== c44 ======

  delay criteria: passed

  jico  criteria: passed

----------------------------------

JBM Obj PR of conditions in Exp J

----------------------------------

====== c23 ======

  delay criteria: passed

  jico  criteria: passed

====== c24 ======

  delay criteria: passed

  jico  criteria: passed

====== c25 ======

  delay criteria: passed

  jico  criteria: passed

====== c26 ======

  delay criteria: passed

  jico  criteria: passed

3. AFR (performance requirements) (AFR)
The AFR measure tool as specified in [7] was used to verify the active frame rates:
----------------------------------------

Active Frame Rate of conditions in Exp C

----------------------------------------

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

----------------------------------------

Active Frame Rate of conditions in Exp G

----------------------------------------

Condition: c22; PASSED

Condition: c23; PASSED

----------------------------------------

Active Frame Rate of conditions in Exp K

----------------------------------------

Condition: c21; PASSED

Condition: c22; PASSED

Condition: c23; PASSED
4. Attenuation during inactive regions (performance requirements) (Att.)
The EVS Permanent document #3: EVS performance requirements [8] specifies in section 9.2 objective performance requirements on background noise handling. 
For clean speech (-26 dBov) the following requirements apply:

· For DTX turned off, the background noise level during inactive regions of the CuT shall be attenuated by no more than 6 dB, at the decoder output, compared to the background noise level during inactive regions of the input signal.

· For DTX turned on, the background noise level during inactive regions of the CuT shall be attenuated by no more than 12 dB, at the decoder output, as compared to the background noise level during inactive regions of the input signal.
For noisy speech (-26 dBov) and each tested noise type the following requirements apply:

· For DTX turned off, the background noise level during inactive regions of the CuT shall be attenuated by no more than 4 dB, at the decoder output, compared to the background noise level during inactive regions of the input signal.

· For DTX turned on, the background noise level during inactive regions of the CuT shall be attenuated by no more than 12 dB, at the decoder output, as compared to the background noise level during inactive regions of the input signal.

The Gain check tool v3.0 [7] was used to verify these objective requirements. The relevant tool output is copied below:
	Cond.
	 
	
	
	Att Thres
	Att OK

	A-C13
	 
	
	
	6.00dB
	Pass

	A-C14
	 
	
	
	6.00dB
	Pass

	A-C15
	 
	
	
	6.00dB
	Pass

	A-C16
	 
	
	
	6.00dB
	Pass

	A-C17
	 
	
	
	6.00dB
	Pass

	A-C18
	 
	
	
	12.00dB
	Pass

	A-C19
	 
	
	
	12.00dB
	Pass

	A-C20
	 
	
	
	12.00dB
	Pass

	A-C21
	 
	
	
	12.00dB
	Pass

	A-C22
	 
	
	
	12.00dB
	Pass

	C-C17
	 
	
	
	4.00dB
	Pass

	C-C18
	 
	
	
	4.00dB
	Pass

	C-C19
	 
	
	
	4.00dB
	Pass

	C-C20
	 
	
	
	12.00dB
	Pass

	C-C21
	 
	
	
	12.00dB
	Pass

	C-C22
	 
	
	
	12.00dB
	Pass

	E-C15
	 
	
	
	6.00dB
	Pass

	E-C16
	 
	
	
	6.00dB
	Pass

	E-C17
	 
	
	
	6.00dB
	Pass

	E-C18
	 
	
	
	6.00dB
	Pass

	E-C19
	 
	
	
	6.00dB
	Pass

	E-C20
	 
	
	
	6.00dB
	Pass

	E-C21
	 
	
	
	6.00dB
	Pass

	E-C22
	 
	
	
	6.00dB
	Pass

	E-C23
	 
	
	
	6.00dB
	Pass

	E-C24
	 
	
	
	6.00dB
	Pass

	E-C25
	 
	
	
	6.00dB
	Pass

	E-C26
	 
	
	
	12.00dB
	Pass

	E-C27
	 
	
	
	12.00dB
	Pass

	E-C28
	 
	
	
	12.00dB
	Pass

	E-C29
	 
	
	
	12.00dB
	Pass

	E-C30
	 
	
	
	12.00dB
	Pass

	E-C31
	 
	
	
	12.00dB
	Pass

	G-C17
	 
	
	
	4.00dB
	Pass

	G-C18
	 
	
	
	4.00dB
	Pass

	G-C19
	 
	
	
	4.00dB
	Pass

	G-C20
	 
	
	
	4.00dB
	Pass

	G-C21
	 
	
	
	4.00dB
	Pass

	G-C22
	 
	
	
	12.00dB
	Pass

	G-C23
	 
	
	
	12.00dB
	Pass

	I-C13
	 
	
	
	6.00dB
	Pass

	I-C14
	 
	
	
	6.00dB
	Pass

	I-C15
	 
	
	
	6.00dB
	Pass

	I-C16
	 
	
	
	6.00dB
	Pass

	I-C17
	 
	
	
	6.00dB
	Pass

	I-C18
	 
	
	
	6.00dB
	Pass

	I-C19
	 
	
	
	12.00dB
	Pass

	I-C20
	 
	
	
	12.00dB
	Pass

	K-C17
	 
	
	
	4.00dB
	Pass

	K-C18
	 
	
	
	4.00dB
	Pass

	K-C19
	 
	
	
	4.00dB
	Pass

	K-C20
	 
	
	
	4.00dB
	Pass

	K-C21
	 
	
	
	12.00dB
	Pass

	K-C22
	 
	
	
	12.00dB
	Pass

	K-C23
	 
	
	
	12.00dB
	Pass


5. Average active speech bit rate of VBR and CBR (BR)
The Design constraints permanent document [4] specifies the following for VBR optional operation: The average gross bit rate over active speech shall not exceed 5.9 kb/s by more than 5% on the speech database used for selection testing. This has been verified with the AFR measure tool as specified in [7]:
--------------------------------

Bit Rates of conditions in Exp A

--------------------------------

Condition: c13; PASSED

Condition: c14; PASSED

Condition: c15; PASSED

Condition: c16; PASSED

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

--------------------------------

Bit Rates of conditions in Exp C

--------------------------------

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

--------------------------------

Bit Rates of conditions in Exp D

--------------------------------

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

Condition: c23; PASSED

Condition: c24; PASSED

Condition: c25; PASSED

--------------------------------

Bit Rates of conditions in Exp E

--------------------------------

Condition: c15; PASSED

Condition: c16; PASSED

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

Condition: c23; PASSED

Condition: c24; PASSED

Condition: c25; PASSED

Condition: c26; PASSED

Condition: c27; PASSED

Condition: c28; PASSED

Condition: c29; PASSED

Condition: c30; PASSED

Condition: c31; PASSED

--------------------------------

Bit Rates of conditions in Exp G

--------------------------------

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

Condition: c23; PASSED

--------------------------------

Bit Rates of conditions in Exp H

--------------------------------

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

Condition: c23; PASSED

Condition: c24; PASSED

--------------------------------

Bit Rates of conditions in Exp I

--------------------------------

Condition: c13; PASSED

Condition: c14; PASSED

Condition: c15; PASSED

Condition: c16; PASSED

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

--------------------------------

Bit Rates of conditions in Exp K

--------------------------------

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

Condition: c23; PASSED

--------------------------------

Bit Rates of conditions in Exp L

--------------------------------

Condition: c17; PASSED

Condition: c18; PASSED

Condition: c19; PASSED

Condition: c20; PASSED

Condition: c21; PASSED

Condition: c22; PASSED

Condition: c23; PASSED
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