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1 Summary
This submission takes into account all the latest numbers for all relevant test cases provided on Nov 2, 2012 to check if any submitted code provides sufficient benefits to replace the existing IETF RFC 5053 code. Detailed analysis is provided and a summary and proposal is given in section 9.
2 Work Item Description
In SP-120182 the work item description for EMM-EFEC is provided. The objectives are as follows:

The objective of the work item is to investigate and evaluate the proposed FEC technologies and adopt one which provides the most significant enhancement to the performance of the MBMS system over the Rel-6 application layer FEC in MBMS.  Aspects of system performance which would provide benefit to the system  include, but are not limited to,

· Improving the bandwidth efficiency of streaming and download services delivery over MBMS 

· Improving the reliability of streaming and download services delivery over MBMS, e.g. by increasing the amount of tolerable lost packets for a given FEC overhead  

· Reducing the required computational and memory resources for decoding in UEs

· Addressing backward compatibility issues by considering deployments of pre-Rel-11 MBMS FEC

The evaluation and selection process for the proposed improvements will be documented in a TR. In the case of qualifying FEC solutions with similar evaluation results, the selection process shall favour open and available standardized FEC solutions. Performance requirements for FEC decoders, and test vectors for FEC encoders shall be specified.
In addition, the work item was initially targeted to completed as SA#57, but with a granted exception completion is expected by SA#58.
From the work item objectives, the outcome of the FEC work item can be:

· 
SA4 selects a single new FEC code for Rel-11

· 
SA4 sticks with the existing Raptor code specified in IETF RFC 5053 (hereafter referred to as the 5053 code)
3 Selection
Until SA4#71, three candidate codes remain based on the self-evaluation criteria provided during SA4#69:

· Supercharged code with the submission in S4-121337

· 6330 code with the submission in S4-121387.

· RS+LDPC codes with the submission in S4-121404
In order to complete the work item, the following question needs to be answered:

· After completion of the verification, which of the three candidates still fulfills the work item objectives to provide enhancements compared to the 

· If multiple ones fulfil the objectives, which one is the best out of the remaining candidates? 

4 Fulfillment of work Item Objectives

To fulfil the work item objectives, a code has to show consistent improvements in the following areas:

· Supported media rate for streaming delivery

· Transmission overhead for download delivery

· Decoding speed for streaming delivery
· Memory usage for streaming delivery

· Decoding speed for download delivery

· Memory usage for download delivery

In addition, the following aspects are relevant in the decision

· Extent of backward-compatibility

· Open and standardized solution
· Single code

· Support of features of existing code, flexibility of usage

This criteria need to be checked for each code compared to the 5053 code for which the latest data is provided in S4-121388.

5 Download Delivery tradeoffs

In document S4-AHI343 and S4-121312 an overview on the trade-offs for download delivery are provided. The relevant technologies in MBMS FEC as specified in IETF RFC 5053 are source blocking and sub-blocking. Source blocking and sub-blocking permit deployment choices and trade-offs to control the following three metrics:
· Decode speed: depends on sub-symbol size = packet size/number of sub-blocks. The smaller the sub-symbol size, the lower the decoder speed.
· Decode memory: The decode memory is proportional to sub-block size
· Transmission overhead: The transmission overhead is smaller for larger source block size as additional code diversity is added.
By using sub-blocking and source blocking, flexible trade-offs are possible as follows:
· Case 1: Large source blocks and many sub-blocks per source block results in low overhead, controlled memory usage at the expense of slightly lower decoding speeds.
· Case 2: Large source blocks and one sub-block per source block results in low overhead and high decoding speeds at the expense of additional memory usage.
· Case 3: Small source blocks and one sub-block per source block results in high decoding speeds and decent memory usage at the expense of slightly increased overhead,
In IETF RFC 5053, this flexibility can be used with source blocks of size up to 8,192 source symbols per source block. 
6 Fulfillment of work Item Objectives for Supercharged

6.1 Introduction

The relevant numbers are taken from S4-121337. All results seemed to have been verified.
6.2 Supported media rate for streaming delivery

For all test cases LS01 - LS72, the Supercharged code performs as well as the ideal code. Compared to the 5053 code, which has somewhat inferior performance than ideal code, the Supercharged therefore gains in average 2.95% in media rate over all test cases.
The Supercharged somewhat improves over the 5053 code for this criterion. 
6.3 Transmission Overhead for download delivery

For all test cases LD001 - LD120, the Supercharged code with the configurations as presented in S4-121337 with minimum number of source blocks and maximum source block size has differences to the ideal code only in the cases where the file is partitioned into multiple source blocks. When the file is partitioned into multiple source blocks, the Supercharged code performs as well as the ideal code would for the same source blocking, whereas for the 5053 code there exists an average additional transmission overhead of 0.8% compared to the ideal code for the same source blocking. 
The transmission overhead for the Supercharged code is somewhat reduced from that for the 5053 code for delivery of larger files because the Supercharged code can support larger source blocks than the 5053 code, i.e., the Supercharged code can support source blocks with up to 61,617 source symbols whereas the 5053 code can support source blocks with up to 8,192 source symbols. As a typical example, for the LD060 delivery of a 1.8 GB file as shown in the table in Section 6.6, the Cases 3 and 4 of the Supercharged code using source blocks of size around 25,000 source symbols has an overall transmission overhead that is lower by around 1.3% than the 5053 code using source blocks of size around 8,000 source symbols.
The Supercharged somewhat improves over RFC5053 for this criterion. 
6.4 Decoding speed for streaming delivery

For all 9 streaming test cases for the device based streaming, for the Supercharged code the average decoding speed is 54 MBit/s and the minimum decoding speed is 49 MBit/s. For the 5053 code the average decoding speed is 103 MBit/s and the minimum decoding speed is 71 MBit/s.
The Supercharged code is significantly worse than the 5053 code for this criterion. 
6.5 Memory usage for streaming delivery

For all 9 streaming test cases for the device based streaming, for the Supercharged code the average memory usage is 1.12 MByte and the maximum memory is 1.77 MByte. For the 5053 code the average memory usage is 0.91 MByte and the maximum memory is 1.44 MByte.
The Supercharged insignificantly degrades over the 5053 code for this criterion. 
6.6 Download delivery: Decoding Speed, Memory, Overhead
To evaluate this, we look at extracted 3 device download cases (LD060, LD109, LD119) and the provided numbers for Overhead (in %), Decoding Speed for ld_decoder (in MBit/s) and Memory usage (in MByte) in Table 1. 

Table 1 Comparison of existing MBMS FEC and Supercharged

	
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory

	5053 
	LD060 (HD, 3km/h, 20%)
	LD109 (SD, 120 km/h, 5%)
	LD119 (SD, 120 km/h, 20%)

	Case 1
	27,74
	180,16
	8,11
	6,74
	194,87
	7,70
	28,21
	159,27
	7,73

	Case 2
	27,74
	198,63
	22,16
	6,74
	216,92
	21,21
	28,21
	175,46
	21,32

	Supercharged 
	LD060 (HD, 3km/h, 20%)
	LD109 (SD, 120 km/h, 5%)
	LD119 (SD, 120 km/h, 20%)

	Case 1
	25,98
	49,54
	201,23
	6,03
	16,94
	174,96
	26,87
	21,62
	174,41

	Case 2
	25,98
	18,82
	124,09
	6,03
	11,66
	101,18
	26,87
	13,58
	95,83

	Case 3
	26,44
	38,59
	104,67
	6,28
	31,84
	84,06
	27,40
	36,26
	84,37

	Case 4
	26,44
	37,01
	43,89
	6,28
	31,84
	84,06
	27,40
	35,02
	36,07

	Case 5
	
	
	
	6,69
	46,53
	26,00
	28,38
	52,93
	26,33


For all cases, the Supercharged code provides benefits over the 5053 code in terms of transmission overhead. These improvements range from essentially no improvement up to around 1.75% improvement. The improvements in transmission overhead come at the expense of very significant degradations in terms of decoding speed and memory consumption compared to the 5053 code. 

Examples for LD060 

· Case 1 of the Supercharged code is a factor 3.5 worse in decoding speed and factor 25 worse in memory usage for a 1.75% gain in transmission overhead compared to Case 1 of the 5053 code.

· Case 2 of the Supercharged code is a factor 10 worse in decoding speed and factor 6 worse in memory usage for a 1.75% gain in transmission overhead compared to Case 2 of the 5053 code.

For configurations where the overhead is comparable (LD 109 and LD119, Case 5 of Supercharged), the Supercharged code is a factor 3-5 worse in decoding speed and a factor of 1.3 - 3.5 worse in memory usage compared to the 5053 code.
Despite the small improvements in transmission overhead as already summarized in 6.3, the Supercharged code consistently and significantly degrades decoding speed and memory usage for download delivery compared to the 5053 code.
6.7 Other Criteria

6.7.1 Extent of backward-compatibility

Supercharged is not backward-compatible. 

In addition, it does not support relevant features that are already part of the MBMS FEC, for example sub-blocking.
6.7.2 Open and standardized solution

Supercharged is not standardized, only an individual draft has been submitted to the IETF but no IETF working group has adopted this draft. IETF processes are typically lengthy (up to several years) to move to a standard and significant technical and procedural review needs to be done.
For streaming delivery based on FECFRAME, no specification is available.
6.7.3 Single code

From deeper investigation, it seems that Supercharged is a union of two codes, which are to be independently implemented and tested. There is a parameter in the FEC OTI to indicate which code is used. The first code is an RS code, the second code seems to be derived from Raptor technologies.
6.7.4 Support of features of existing code, flexibility of usage

With support provided for source blocks with up to 61,617 source symbols, the Supercharged code provides the ability to create larger source blocks.  This feature allows delivery of larger files using essentially the same transmission overhead as the ideal code, even under very adverse packet loss conditions.  This is an advantage compared to the 5053 code, which supports source blocks with up to 8,192 source symbols. 
The recovery properties of the Supercharged code allows using only a single symbol per packet for all source block sizes.  Using a single symbol per packet allows the symbol size to be chosen to fully fill a desired packet payload size.  Also, for the DASH streaming use cases, where consecutive segments typically vary somewhat in size, using a single symbol per packet independent of the segment size avoids using a varying symbol size per segment.  These are significant advantages compared to the 5053 code, as the 5053 code requires multiple symbols per packet to obtain a reasonable transmission overhead for smaller files typical for streaming, with the number and size of symbols per packet depending on the file size.
The Supercharged code supports low code rates efficiently.  For certain use cases, such as a carousel delivery of a file, or support of a file repair service, this is a significant advantage.  This is also a feature that the 5053 code provides.

The Supercharged code allows sending the source and repair packets for a source block in sequential order. Thus, for DASH streaming, the sender can send all the source packets for a segment as the segment is arriving from the video encoder and then generate and send all the repair packets after the repair packets.  This allows the end-to-end latency for a streaming solution to be optimized.  This is also a feature that the 5053 code provides.
The Supercharged code proposal includes something that is called “sub-blocking”, but this seems to be a receiver-side only optimization that allows memory consumption to be reduced at most down to the source block size.  This is quite different than the sub-blocking offered by IETF RFC 5053, which allows usage of decoding memory substantially smaller than the source block size.   Thus, this is a disadvantage compared to IETF RFC 5053.

6.8 Summary

Table 2 provides a summary of Supercharged to what extent it fulfils the performance/work item objective fulfilment. Despite the shown benefits and improvements in some areas, the code overall does not fulfil the work item objectives and shall not be considered as a candidate that may replace the existing MBMS FEC.
Table 2 Summary of performance/work item objective fulfilment of the Supercharged code
	Criteria
	Comparison to the 5053 code
	

	Bandwidth efficiency for download delivery
	Improvement 
	+

	Bandwidth efficiency for streaming delivery
	Improvement 
	+

	Decoding speed for download delivery
	Significant degradation 
	--

	Decoding speed for streaming delivery
	Significant degradation 
	--

	Memory usage for download delivery
	Significant degradation 
	--

	Memory usage for streaming delivery
	Similar
	=

	Standardization status download
	Individual draft submitted
	-

	Standardization status streaming
	No proposal
	--

	Single code
	Combines two codes
	-

	Advanced use cases, flexibility
	Support for larger source block sizes

Single symbol per packet

Support for low rate code 
Sequential source block sending
No sub-blocking 
	+
+
=

=

-


7 Fulfillment of work Item Objectives for 6330 code

7.1 Introduction

The relevant numbers are taken from S4-121386. All results seemed to have been verified.
7.2 Supported media rate for streaming delivery

For all test cases LS01 - LS72, the 6330 code performs as well as the ideal code. Compared to the 5053 code, which has slightly inferior performance compared to the ideal code, the 6330 code therefore gains in average 2.95% in media rate over all test cases compared to the 5053 code.

The 6330 code somewhat improves over the 5053 code for this criterion. 
7.3 Transmission Overhead for download delivery

For all test cases LD001 - LD120, the 6330 code with the configurations as presented in S4-121386 with minimum number of source blocks and maximum source block size has differences to the ideal code only in case of multiple source blocks. In addition, the 6330 code performs as well as the ideal code for the same source blocking, whereas for the 5053 code there an average additional transmission overhead of 0.8% compared to the ideal code for the same source blocking. 
The transmission overhead for the 6330 code is also somewhat reduced from that for the 5053 code for delivery of larger files because the 6330 code can support larger source blocks than the 5053 code, i.e., the 6330 code can support up to 56,403 source symbols per source block.  As a typical example, for the LD060 delivery of a 1.8 GB file as shown in the table in Section 7.6, the Cases 1 and 2 of the 6330 code using source blocks of size around 25,000 source symbols has an overall transmission overhead that is lower by around 1.3% than the 5053 code using source blocks of size around 8,000 source symbols. 
The 6330 somewhat improves over RFC5053 for this criterion.
7.4 Decoding speed for streaming delivery

For the 9 streaming test cases for the device based streaming, the average decoding speed is data is 148 MBit/s and for the post-submission decoder it is 228 MBit/s. The worst case is 110 MBit/s and 203 MBit/s, respectively.  For the 5053 code the average decoding speed is 103 MBit/s and the minimum decoding speed is 71 MBit/s.

The 6330 code significantly improves over the 5053 code for this criterion. 
7.5 Memory usage for streaming delivery

For all 9 streaming test cases for the device based streaming, for the 6330 code the average memory usage is 0.97 MByte and the maximum memory is 1.48 MByte. For the 5053 code the average memory usage is 0.91 MByte and the maximum memory is 1.44 MByte.

The 6330 code insignificantly degrades over the 5053 code for this criterion. 
7.6 Download delivery: Decoding Speed, Memory, Overhead

To evaluate this, we look at extracted 3 device download cases (LD060, LD109, LD119) and the provided numbers for Overhead (in %), Decoding Speed for ld_decoder (in MBit/s) and Memory usage (in MByte) in Table 3. 
Table 3 Comparison of existing MBMS FEC and 6330 code

	 
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory

	RFC5053
	LD060 (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120km/h, 20%)

	Case 1
	27,74
	180,16
	8,11
	6,74
	194,87
	7,70
	28,21
	159,27
	7,73

	Case 2
	27,74
	198,63
	22,16
	6,74
	216,92
	21,21
	28,21
	175,46
	21,32

	6330
	LD060  (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120 km/h, 20%)

	Case 1
	26,44
	101,55
	9,50
	6,28
	104,31
	8,90
	27,40
	101,58
	9,00

	Case 2
	26,44
	151,13
	71,60
	6,28
	154,63
	67,20
	27,40
	151,27
	67,50

	Case 3
	27,59
	173,48
	18,00
	6,69
	176,31
	29,20
	28,38
	175,33
	29,60

	Case 4
	25,97
	89,70
	32,85
	5,99
	91,55
	30,42
	26,86
	89,29
	30,40


For all cases, the 6330 code provides benefits over the 5053 code in terms of transmission overhead. These improvements range up to 1.75%. 

For similar transmission overhead numbers and comparable memory, the decoding speed is similar, i.e., Case 3 of the 6330 code. 

However, 6330 code enables operation at reduced transmission overhead without decreasing decoding speed significantly, i.e., Case 2 of the 6330 code, and allows reduced transmission overhead and reduced memory with a somewhat further decrease in decoding speed, i.e., Case 1 and Case 4 of the 6330 code.
The 6330 code expands the possible operating configurations compared to the 5053 code, while still offering the same operating configurations as offered by the 5053 code with similar performance.
The 6330 code enables to improve over the existing FEC without degrading for supported existing configurations.

7.7 Other Criteria

7.7.1 Extent of backward-compatibility

The 6330 code is not backward-compatible. 

However, the 6330 code supports all features available for the 5053 code, and the technology parameters and their interpretation as integrated into the download and streaming framework are exactly the same as for the 5053 code.  Therefore, the existing entire download and streaming framework can be reused for the 6330 code in the implementation on BMSC and UE.
7.7.2 Open and standardized solution

The 6330 code is fully standardized as IETF RFC 6330 for download delivery and IETF RFC 6681 for streaming delivery. 
7.7.3 Single code

The 6330 code is a single code with a single FEC encoding id 6 for FLUTE-based delivery and FEC encoding id 2 for streaming delivery.
7.7.4 Support of features of existing code, flexibility of usage

With support provided for large source blocks with up to 56,403 source symbols, the 6330 code provides the ability to create larger source blocks.  This feature allows delivery of larger files using essentially the same transmission overhead as the ideal code, even under very adverse packet loss conditions.  This is an advantage compared to the 5053 code, which only supports source blocks with up to 8,192 source symbols. 

The recovery properties of the 6330 code allow using only a single symbol per packet for all source block sizes.  Using a single symbol per packet allows the symbol size to be chosen to fully fill a desired packet payload size.  Also, for the DASH streaming use cases, where consecutive segments typically vary somewhat in size, using a single symbol per packet independent of the segment size avoids using a varying symbol size per segment.  These are significant advantages compared to the 5053 code, as the 5053 code requires multiple symbols per packet to obtain a reasonable transmission overhead for smaller files typical for streaming, with the number and size of symbols per packet depending on the file size.
The 6330 code supports low code rates efficiently.  For certain use cases, such as a carousel delivery of a file, or support of a file repair service, this is a significant advantage.  This is also a feature that the 5053 code provides.

The 6330 code allows sending the source and repair packets for a source block in sequential order.  Thus, for DASH streaming, the sender can send all the source packets for a segment as the segment is arriving from the video encoder and then generate and send all the repair packets after the repair packets.  This allows the end-to-end latency for a streaming solution to be optimized.  This is also a feature that the 5053 code provides.

The 6330 code fully supports sub-blocking, which allows usage of decoding memory substantially smaller than the source block size with only a very modest increase in decoding complexity.  Sub-blocking is a feature fully supported by IETF RFC 5053, and thus the 6330 code provides the same important functionality. 
7.8 Summary

Table 4 provides a summary of 6330 code to what extent it fulfils the performance/work item objective fulfilment. It consistently provides improvements and fulfils work item objectives.
Table 4 Summary of performance/work item objective fulfilment of 6330 code
	Criteria
	Comparison to the 5053 code
	

	Bandwidth efficiency for download delivery
	Improvement
	+

	Bandwidth efficiency for streaming delivery
	Improvement
	+

	Decoding speed for download delivery
	Similar
	=

	Decoding speed for streaming delivery
	Significant improvement
	++

	Memory usage for download delivery
	Similar
	=

	Memory usage for streaming delivery
	Similar
	=

	Standardization status download
	RFC 6330
	=

	Standardization status streaming
	RFC 6681
	=

	Single code
	single code
	=

	Advanced use cases, flexibility
	Support for larger source block sizes

Single symbol per packet

Support for low rate code

Sequential source block sending

Support for sub-blocking
	+
+
=

=

=


8 Fulfillment of work Item Objectives for RS+LDPC codes

8.1 Introduction

The relevant numbers are taken from S4-121404. It is not clear if these numbers are verified, as continuous changes had been submitted by the proponents. More consistency checking is necessary. 
Most of the numbers for alternate settings in S4-121404 are unusable as they are definitely wrong and have not been verified.

8.2 Supported media rate for streaming delivery

For all test cases LS01 - LS72, the RS+LDPC codes perform in between the 5053 code and the ideal code. The media rate loss compared to ideal for the RS+LDPC codes is around 0.14%. Compared to the 5053 code, which has slightly inferior performance than ideal code, the RS+LDPC therefore gains in average 2.95% in media rate over all test cases.

The RS+LDPC codes somewhat improves over the 5053 code for this criterion. 
8.3 Transmission Overhead for download delivery

For all test cases LD001 - LD120, the RS+LDPC codes with the configurations as presented in S4-121404 has transmission overhead differences to the 5053 code with the same source blocking on average of 0.1%. The average transmission overhead difference over all test cases between the ideal code and the RS+LDPC codes with Z=1 is 0.6%, whereas for the 5053 code it is 0.8%. The only benefits compared to the 5053 code is for very small file sizes of 50 kByte where the RS code is used, but for all other cases RS+LDPC has a worse transmission overhead than the 5053 code.
The RS+LDPC does not improve over the 5053 code for this criterion. 
8.4 Decoding speed for streaming delivery

For all 9 streaming test cases for the device based streaming, for RS+LDPC the average decoding speed is 146 MBit/s and the minimum decoding speed is 80 MBit/s. For 5053 code the average decoding speed is 103 MBit/s and the minimum decoding speed is 71 MBit/s.

The RS+LDPC somewhat improves over the 5053 code for this criterion. 
8.5 Memory usage for streaming delivery

For all 9 streaming test cases for the device based streaming, for RS+LDPC the average memory usage is 1.31 MByte and the maximum memory is 1.81 MByte. For the 5053 code the average memory usage is 0.91 MByte and the maximum memory is 1.44 MByte.

The RS+LDPC insignificantly degrades over the 5053 code for this criterion. 
8.6 Download delivery: Decoding Speed, Memory, Overhead

8.6.1 General

To evaluate this, we look at extracted 3 device download cases (LD060, LD109, LD119) and the provided numbers for Overhead (in %), Decoding Speed for ld_decoder (in MBit/s) and Memory usage (in MByte) in Table 5. 

Table 5 Comparison of existing MBMS FEC and RS+LDPC
	 
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory

	RFC5053
	LD060 (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120km/h, 20%)

	Case 1
	27,74
	180,16
	8,11
	6,74
	194,87
	7,70
	28,21
	159,27
	7,73

	Case 2
	27,74
	198,63
	22,16
	6,74
	216,92
	21,21
	28,21
	175,46
	21,32

	RS+LDPC 
	LD060  (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120 km/h, 20%)

	Case 1
	27,60
	93,07
	86,81
	6,66
	247,58
	39,45
	28,33
	81,90
	47,39


The transmission overheads achievable for the RS+LDPC codes are very similar to those for the 5053 code. No improvements in transmission overhead are generally possible for the RS+LDPC code compared to the 5053 code. Therefore, all comparisons are for the same transmission overhead.

For relevant download cases with 20% loss and the same transmission overhead, RS+LDPC degrades decoding speed by a factor of 2 and memory by a factor of 2-10. For lower loss rates RS+LDPC the decoding speed is similar to the 5053 code.  However, the 5053 code provides sub-blocking whereas the RS+LDPC codes does not, and therefore the RS+LDPC codes are not able to provide operating configurations with as low memory as the 5053 code with the same transmission overhead.  For example, the 5053 code Case 1 above uses sub-blocking, and achieves the same transmission overhead, twice the decoding speed, and six to ten times less memory for the 20% loss cases compared to the RS+LDPC codes.
The RS+LDPC codes are a significant degradation compared to the 5053 code for this criterion. 

8.6.2 Network2sd

The download delivery is split into two separate applications. The first application, called network2sd, receives packets for a file from the network and is supposed to write the data received in the packets to the SD card for later processing. The second application, called ld_decoder, reads in from the SD card the data written there by network2sd, decodes, and writes the decoded file back to the SD card. 

In order to evaluate the influence of network2sd on the overall performance, which may be serious, another evaluation is done where the CPU time for the network2sd is added to the CPU time for ld_decoder to compute the overall speed. In the setup of the evaluation process it was agreed to report both numbers in order to enable implementations to optimize reception and storage on SD as well as the decoding from data stored on the SD card. Specifically the following is computed in Table 6 below:

· The decoding speed takes into account the sum of the times necessary for the ld_decoder and the network2sd process.

· The memory is evaluated as the maximum of those two processes.

Table 6 shows these numbers. With the network2sd included in the computation, the same conclusions can be drawn for the Supercharged code and the 6330 code as presented previously. For the RS+LDPC codes, the degradation is severe compared to the 5053.
Table 6 Comparison of codes when including network2sd

	 
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory
	Overhead
	Dec Speed
	Memory

	RFC5053
	LD060 (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120km/h, 20%)

	Case 1
	27,74
	113,27
	22,95
	6,74
	120,27
	7,70
	28,21
	105,19
	7,73

	Case 2
	27,74
	121,16
	22,16
	6,74
	129,21
	21,21
	28,21
	112,70
	21,32

	Supercharged
	LD060  (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120 km/h, 20%)

	Case 1
	25,98
	41,08
	201,23
	6,03
	15,76
	174,96
	26,87
	19,72
	174,41

	Case 2
	25,98
	17,45
	124,09
	6,03
	11,00
	101,18
	26,87
	12,72
	95,83

	Case 3
	26,44
	33,23
	104,67
	6,28
	27,99
	84,06
	27,40
	31,35
	84,37

	Case 4
	26,44
	37,01
	43,89
	6,28
	27,99
	84,06
	27,40
	30,42
	36,07

	Case 5
	 
	 
	 
	6,69
	38,63
	26,00
	28,38
	42,79
	26,33

	6330 code
	LD060  (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120 km/h, 20%)

	Case 1
	26,44
	75,55
	18,90
	6,28
	77,66
	8,90
	27,40
	75,64
	9,00

	Case 2
	26,44
	102,29
	71,60
	6,28
	104,51
	67,20
	27,40
	102,07
	67,50

	Case 3
	27,59
	111,18
	22,70
	6,69
	113,36
	21,10
	29,10
	111,85
	6,80

	Case 4
	25,97
	69,45
	32,85
	5,99
	71,05
	30,42
	26,86
	69,32
	30,40

	RS+LDPC 
	LD060  (HD, 3km/h, 20%)
	LD109  (SD, 120 km/h, 5%)
	LD119  (SD, 120 km/h, 20%)

	Case 1
	27,60
	27,22
	86,81
	6,66
	34,02
	37,81
	28,33
	26,76
	47,39


8.7 Other Criteria

8.7.1 Extent of backward-compatibility

RS+LDPC is not backward-compatible. 

In addition, it does not support relevant features of the 5053 code, for example sub-blocking.
8.7.2 Open and standardized solution

RS+LDPC is a combination of two codes, a RS code standardized in the IETF for download as RFC 5510 and for streaming is in the final stages of the IETF process, and a LDPC code standardized in the IETF for download as RFC 5170 and for streaming is in the final stages of the IETF process. However, nowhere is the combination of the two codes standardized.  It is unclear how both codes can be combined, especially in cases such as DASH streaming where it is expected that there will be sequences of DASH segments of varying sizes where which code is applicable may change with each subsequent DASH segment.
8.7.3 Single code

RS+LDPC codes are a combination of two completely different codes.  
In addition, the LDPC code has a variety of mandatory additional parameters that must be set, and these parameter settings provide a fully specified code.  For example, the N1m3 parameter that defines the left degree in the parity check matrix of the LDPC code has to be set correctly to provide a good trade-off between the recovery properties of the codes and its decoding speed – and no clear guidelines have been provided to determine how to set this parameter.  

As another example, the LDPC code has a B parameter and a maxn parameters that specify, in conjunction with the number of source symbols in a source block, how many encoding symbols are to be generated for the source block.  These parameters must be set correctly in order to provide a good trade-off between how many encoding symbols are available for transmission at the sender and the recovery properties, memory requirements and decoding speed at the receiver. 
These parameters are all required to be set properly for the code to operate correctly, and each different setting of these parameters defines a different code that needs to be tested and verified in terms of recovery properties and decoding speed and memory usage.  
Furthermore, when multiple symbols are sent per packet, the LDPC code specifies a particular process for which repair symbols to generate and send in each packet that depends on how many symbols are placed into each packet, e.g., the process produces a different sequence of repair symbols to generate and send when there are three symbols in each packet compared to when there is one symbol in each packet.  Overall, putting multiple symbols in each packet is complicated when using the LDPC code, and requires that the LDPC coding process be aware of how many symbols are to be placed into each packet when generating repair symbols, i.e., there is a dependency between the process of generating repair symbols and the process of placing symbols into packets.  There is no such dependency between the coding process and the process of placing symbols into packets for the 5053 code. 

All of these factors increase specification, implementation and testing work significantly.
8.7.4 Support of features of existing code, flexibility of usage

RS code is a very restricted code.

RS+LDPC codes are similar in their flexibility to the 5053 code when used as a high rate code.  The LDPC codes are not strongly systematic, i.e., the recovery properties depend on receiving a random mix of source and repair symbols.  Because of this, the sending strategy is forced to randomly interleave the source and repair symbols of a source block in order to achieve reasonable recovery properties at the receiver. Thus, none of the source data for a DASH segment can be sent before all of the segment is available and the repair symbols have been generated, which adds additional delay at the sender for live streaming. The LDPC codes do not efficiently support a low rate code, in terms of transmission overhead and decoding speed.  Furthermore, the LDPC codes do not support sub-blocking.
8.8 Summary

Table 2 provides a summary of RS+LDPC to what extent it fulfils the performance/work item objective fulfilment. Despite the shown benefits and improvements in some areas, the RS+LDPC codes overall does not fulfil the work item objectives and shall not be considered as a candidate that may replace the existing MBMS FEC.
Table 7 Summary of performance/work item objective fulfilment of RS+LDPC
	Criteria
	Comparison to the 5053 code
	

	Bandwidth efficiency for download delivery
	Similar
	=

	Bandwidth efficiency for streaming delivery
	Small improvement
	=+

	Decoding speed for download delivery
	Degradation (with network2sd severe) 
	-/--

	Decoding speed for streaming delivery
	Improvement
	+

	Memory usage for download delivery
	Degradation
	-

	Memory usage for streaming delivery
	Similar
	=

	Standardization status download
	Individual RFCs available, not combination
	=/-

	Standardization status streaming
	Individual drafts close to standardization, not combination
	=/-

	Single code
	Two separate codes
	-

	Advanced use cases, flexibility
	Support for similar source block sizes

Multiple symbols per packet
No sub-blocking 
No support for low rate code

Random source block sending
	=
-
-
-

-


9 Proposal
Table 8 summarizes the of performance/work item objective fulfilment for candidate codes. 
Table 8 Summary of performance/work item objective fulfilment for candidate codes

	Criteria
	RS+LDPC
	Supercharged
	6330 code

	Bandwidth efficiency for download delivery
	=
	+
	+

	Bandwidth efficiency for streaming delivery
	=+
	+
	+

	Decoding speed for download delivery
	-/--*
	--
	=

	Decoding speed for streaming delivery
	+
	--
	++

	memory usage for download delivery
	-
	--
	=

	memory usage for streaming delivery
	=
	=
	=

	standardization status download
	+/-
	-
	+

	standardization status streaming
	-
	-
	+

	single code
	-
	-
	+

	advanced use cases, flexibility
	-
	+-
	+

	* this case is considered with and without network2sd


From the table it is obvious that exactly one code fulfils the work item objectives: The 6330 code. It improves over the existing code. The other codes are not fulfilling the work item objectives to improve over the existing code.

Based on this we propose to adopt the 6330 code as the selected code for MBMS by agreeing the draft CR included in S4-121387.
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