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1 Introduction

RS+LDPC is a FEC scheme proposed to be included in 3GPP release 11 for the protection of eMBMS file delivery.
At the last 3GPP meeting, it has been acknowledged that RS+LDPC error correction was equal to the ideal code in many cases and always less than 1% to the ideal code in other cases. It was then concluded that the different proposals should be selected on other criteria such as their speed performance. 
In this contribution, we show that RS+LDPC decoding speed is high enough that it does not add any latency to the video decoding process.
More specifically, the 2 major results of this contribution are the following:
1. Decoding time of video streams takes less than 4% of the its video segments duration (1s, 2s or 4s): it is therefore invisible to the end-user 
2. Decoding time supports all non-real-time application, for example a one-hour movie in SD is decoded in about 20s.
With these new results in hand, we believe that RS+LDPC is the best candidate for inclusion in release 11, because:
-       It has optimal performances for error correction and decoding speed as demonstrated,
-       It is based on two of the most deployed algorithms in the domain and therefore it is a riskfree industrial path as the technology is widely accessible and its interoperability can easily be secured,
-     Its complexity of implementation is inferior to the complexity of the other proposed solutions.
In this contribution, we provide a synthesis view of the decoding speed performance we obtained by following the test protocol defined by the subgroup.
2 Result of the evaluation on Samsung
Download Results 
Memory

The FEC decoding process consumes very little memory.
The memory measures shown in the attached excel sheets is composed of several type of memory:

1 - The FLUTE Index: i.e. a locator for each fragments in the temporary file. This memory is mandatory to support real-life scenarios such as stopping, resuming or restarting a file download, 

2 – The FLUTE SD Cache: In order to control the data exchange rate with the SD card, FLUTE implementation shall use a cache. This cache has a direct impact on the speed results of the overall decoding speed e.g. LD60. By allocating more memory one implementation can increase its decoding speed.
 3 – The FEC decoding memory: In our tests, this memory is equal to 3MB in average and never exceeds 22MB.
Speed
The evaluation shows a decoding speed between 130 mbits and 240 mbits for most use cases but when the file size gets bigger, the decoding speed is limited by the flash card, and drops down to 20 mbits:

· Clip use case: The complete process read, decode, write take less than 1s and is within the error margin. 
· SD use case: The decoding speed is either 177 Mbps or 129 Mbps.
· HD use case: The decoding speed is either 50 Mbps or 16Mbps (LD60).
Streaming Results
Memory Results

The memory consumed by the process is in average equal to 1-2MB and always less than 15 MB.
Latency Results

If we compute the impact of the decoding to the overall process: (latency with errors – latency without errors)/segment duration.

We can see that the decoding process is less than 4% of the video segment duration. In other word, if you receive a n-second segment, the decoding process takes place in less than 4% x n seconds. For a DASH implementation, it means that the decoding process can be run in parallel to the DASH segment buffering. It will be therefore invisible to the end-user.
3 Comments
We noticed that the FEC pure decoding time is often invisible or negligible from the time taken by the overall protocol stack. And therefore, substracting the results of a “no decode” mode with a “decode” mode is not relevant in most cases. It means that the protocol stack (beside the FEC decoding) has significant impact on the test results.
On other tests, performed purely on the FEC decoding (but outside the test protocol), we obtain results ranging from 60mpbs (for high % of errors) to 600mbps (low % of errors).

For these reasons, we recommend that all proponents: 

1) clarify the impact/relation of the protocol stack on their results,

2) perform the cross checking of other proponents.
Expway can commit ressources to crosscheck both Supercharged and RaptorQ codes.
4 Cross-check
In order to verify FEC code performance, one uses the openfec test environment. The sources, documentation, publication … are publicly available on the following web site: http://openfec.org/.

In order to verify FEC decoding speed, One sends an email (cedric.thienot@expway.com), in order to receive the different executable and the different captures.

5 New uses case – LS 2s 
As it has been discussed during the last conf call, it has been proposed to add new uses case – 2s.

Note: Use case  numbers in S4-AHI305 do not correspond to Usecase number in the test plan S4-AHI303. 
	LS number 

in S4-AHI305 
	LS number in S4-AHI303

	LS60
	LS49

	LS66
	LS50

	LS72
	LS51


The results are the following:
	Test Case

(in S4-AHI305)
	Error conditions
	Segment
Duration
in seconds
	Bearer 
Bitrate

kbit/s
	Supported
Media Bitrate
	[T; K; N'; G] 

	LS49
	Markov, 3km/h, 1%
	2
	266.4
	239,76
	[1288,50,1,45]

	LS50
	
	2
	398.4
	366,528
	[454,200,1,184]

	LS51
	
	2
	1065.6
	980,352
	[1288,200,1,184]

	LS52
	Markov, 3km/h, 5%
	2
	266.4
	202,464
	[1288,50,1,38]

	LS53
	
	2
	398.4
	318,72
	[454,200,1,160]

	LS54
	
	2
	1065.6
	841,824
	[1288,200,1,158]

	LS55
	Markov, 3km/h, 10%
	2
	266.4
	175,824
	[1288,50,1,33]

	LS56
	
	2
	398.4
	270,912
	[454,200,1,136]

	LS57
	
	2
	1065.6
	729,936
	[1288,200,1,137]

	LS58
	Markov, 3km/h, 20%
	2
	266.4
	133,2
	[1288,50,1,25]

	LS59
	
	2
	398.4
	209,16
	[454,200,1,105]

	LS60 -- LS49
	
	2
	1065.6
	548,784
	[1288,200,1,103]

	LS61
	Markov, 120km/h, 1%
	2
	266.4
	245,088
	[1288,50,1,46]

	LS62
	
	2
	398.4
	382,464
	[454,200,1,192]

	LS63
	
	2
	1065.6
	1022,976
	[1288,200,1,192]

	LS64
	Markov, 120km/h, 5%
	2
	266.4
	218,448
	[1288,50,1,41]

	LS65
	
	2
	398.4
	354,576
	[454,200,1,178]

	LS66 --- LS50
	
	2
	1065.6
	943,056
	[1288,200,1,178]

	LS67
	Markov, 120km/h, 10%
	2
	266.4
	191,808
	[1288,50,1,36]

	LS68
	
	2
	398.4
	326,688
	[454,200,1,164]

	LS69
	
	2
	1065.6
	868,464
	[1288,200,1,163]

	LS70
	Markov, 120km/h, 20%
	2
	266.4
	159,84
	[1288,50,1,30]

	LS71
	
	2
	398.4
	274,896
	[454,200,1,138]

	LS72 --- LS51
	
	2
	1065.6
	740,592
	[1288,200,1,139]


6 Additional Information

As we described in the introduction, the proposed solution has the merits of being both efficient and relying on widely known technologies. As a summary:

· RS+LDPC are well known codes, providing close-to-optimal performances

These codes rely on very simple and comprehensible principles: each parity symbol is simply the XOR sum of the previous parity symbol plus a very small number of source symbols. It guarantees that these codes can work very fast on contents of any given size, with linear encoding and decoding times.
Despite its high simplicity, LDPC Staircase guarantees protection against loss for large blocks equivalent to Raptor Codes. It is thus remarkable that the proposed FEC scheme is both extremely simple and highly protective.
By associating LDPC Staircase to the Reed Salomon Ideal Code for the smaller contents, we obtain a generic and proved solution covering all 3GPP use cases.

· RS+LDPC are simple to use and to configure
RS+LDPC is a combination of two FEC algorithm. The criterion used to select one algorithm to another is extremely straightforward:

At encoder side: if N>256 then the server uses LDPC otherwise it uses RS (where N is the total number of symbol).

At the decoder side: the decoder uses the FEC as signaled in the FLUTE decoding ID.
· RS+LDPC that are gaining popularity in both telecom and broadcast industries 

Reed Solomon is a well known and proven ideal FEC code, with a wide range of applications from error correction on CDs, to loss recovery in space data transmissions. One significant application of Reed–Solomon coding was to encode the digital pictures sent back by the Voyager space probe.

In 2008 and 2009, LDPC has been selected by DVB-T2 and DVB-S2 broadcast standard for improving their robustness, bringing them a step closer to the optimal code. Similarly LDPC is being used by the chinese Mobile Broadcast standard, CMMB. LDPC Staircase has also been adopted by the new ISDB-Tmm standard and it enables the first commercial services massively relying on mobile download services upon a broadcast layer.

· Open Implementations are available on the shelves for RS+LDPC

An open source implementation of codecs for LDPC staircase and Reed Salomon is available on openFEC.org, with a performance test environment. 

Conclusion: The joint use of these two technologies is close to optimal. They are used in almost every telecommunication and broadcast standards and they are available for SA4 with a minimum impact on the specification. They are a safe platform for further open innovations and a simple solution to deploy today.
7 Summary on Addressing Work Item Objectives

1. Probability of decoding failure for a given receive overhead, Transmit overhead,   Receive overhead and Amount of tolerable loss packets for a given FEC overhead

As it has been showed previously, we have the following graphs
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Therefore, we can see that a significant enhancement is provided, especially for small files. For these small files, in our examples, the reception overhead decreases from 12,5 % to 0%

More precisely, the proposed FEC scheme gives extremely satisfactory results.

· If N < 256, then the receiver overhead is equal to 0, whatever the failure probability requested.

· If N >256, the receiver overhead is less than 1% in most cases to reach a probability failure of 10-4.

This FEC is very close to providing an ideal result: the difference between this FEC and the Ideal Code:

· It is optimal (0%) for all video streaming scenario,

· it is inferior to 1% in most cases.

2. Encoding latency/speed, Encoder SW complexity

These results show that LDPC-Staircase encoding is trivial on a 5-year-old desktop, with speeds over 2.5 Gbps for regular block sizes and still around 2 Gbps for very large blocks.
3. Decoder SW complexity, Decoding latency and Decoding memory requirements

Both Reed-Solomon and LDPC are shown to be very efficient in term of decoding Latency and decoding memory requirement. This FEC is very perfectly adapted for mobile environment.
This FEC is deployed in 10’s of LTE mobile devices in Japan.
4. Implementation choices/options

Both Reed-Solomon and LDPC are widely used in the broadcast industry and several open implementations exist for both of them: open source or not, hardware or software.
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