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1 Introduction
The EVS qualification phase requires include testing with delay jitter [1]. The network simulator for VoIP shown in [2] describes how to perform the simulations using file I/O first between the sending VoIP client and the VoIP simulator and then between the VoIP simulator and the receiving VoIP client. It also shows how the delay jitter and packet losses are applied to the packets. However, it does not show how the received frames should be handled in the receiver in order to apply the jitter correctly. This gives a risk for using the simulated packet flows in an incorrect way, which may result in incorrect objective results and/or incorrect subjective results. This contribution therefore shows how to measure the delay of the frames in order to create the delay CDF that is used for the objective performance for jitter buffers, [3].
2 Typical receiver implementation
Figure 1 shows a typical receiver implementation where the frames are extracted from the received RTP packets and stored into the jitter buffer before the speech decoding. The decoding is, in this case, typically performed as late as possible to give maximum time for receiving delayed frames. A typical way to achieve this is to actually have a controller (not shown in Figure 1) that pulls frames from the speech decoder when it is time to send the next decoded frame to the play-out buffer. This means that the speech decoder “pulls” a frame from the jitter buffer when it is time to decode the next frame.
In simulations, the play-out buffer would be replaced with a write-to-file function. For these reasons, it is suggested to ignore the play-out buffer in the EVS evaluations.
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Figure 1. Typical receiver processing in a real device. In a simulation, the play-out buffer is replaced by a write to file function.
For the objective performance evaluation of the JBM, candidates are required to create a CDF of the time (delay) that each frame spends in the jitter buffer. The time is the difference between the consumption time and the arrival time. This time needs to be logged so that the CDF can be created after the simulation is done.
When the speech decoder tries to pull the next frame from the jitter buffer then it may happen that the frame is not available. This can either be due to a packet loss, when the packet that contains the requested frame is never received, or due to a late loss, where the frame is received but after the consumption time.
For the EVS qualification testing, all received packets will be stored in a file. Pre-reading the whole file, or a significant portion of it, does NOT mean that late losses can be avoided. To handle this properly, the receiver needs an “internal clock” that tells when the speech decoder tries to fetch the next frame from the jitter buffer. How the candidates implements this internal clock is for each candidate to decide.
It should be noted here that the JBM may send a NO_DATA or dummy frame to the speech decoder instead of the next frame. This can either happen: in-between SID frames; when there was a packet loss; when there was a late loss; or when adapting the jitter buffer level. If this is done due to either late loss or to adapt the jitter buffer level, then this add to the number of jitter induced concealment operations (JICO).
3 Alternative receiver implementation
It is also possible to have the jitter buffer after the speech decoder, as shown in Figure 2. In this case, the frames are decoded as soon as they arrive and stored in a jitter buffer before they are consumed by the play-out buffer. To handle possible out-of-sequence delivery, a “sorting buffer” is typically needed before the speech decoder. This is needed to preserve the states that modern codecs transfer between frames.
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Figure 2. Alternative receiver implementation. In a simulation, the play-out buffer is replaced by a write to file function.
Since the jitter buffer in this case is located after the speech decoder then this means that the consumption time is determined when the play-out buffer pulls the next frame from the jitter buffer. Since the play-out buffer is replaced with a write-to-file function in file-to-file simulations this makes it unclear how to determine the consumption time. To handle this in simulations, it is recommended that candidates implement a write-to-file function that writes one frame at a time, and that the consumption time is incremented with the frame length every time when this function is called.
4 Receivers with split jitter buffer

Another possibility is actually to have a jitter buffer that is divided so that frames are to some extent buffered before the speech decoding and to some extent also buffered after the speech decoding. In this case, the buffering delay for a specific frame becomes the sum of the buffering times in each respective jitter buffers.

In this case, it is important to calculate the total buffering time for each frame before the delay CDF is calculated.

5 Speech decoder with integrated jitter buffer

The descriptions in the above sections can be generalized to apply also to the cases where the jitter buffer is integrated inside the speech decoder. In fact, the description can even be generalized to also apply for cases where some parts of the jitter buffering is done inside the speech decoder while other parts of the jitter buffering is done outside the speech decoder.
6 Handling of time scaling
The jitter buffer management in the receiver may include time scaling (a.k.a. time warping), where frames are either stretched or shortened. This means that a frame that is 20 ms on the sending side is either longer or shorter than this on the receiving side, see Figure 3.
A consequence of the time scaling is that the buffering time, i.e. the difference between the consumption time and the arrival time, becomes different depending on whether one measure this difference at the beginning of the frame, in the end of the frame or at some other point in the frame.
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Figure 3. Example of speech frames when time scaling is used
For the purpose of the EVS codec evaluation, it is proposed to ignore the effect of the time scaling and only use the start of the frame as the correlation point between the consumption time and the arrival time. This makes the evaluation somewhat simpler. The effect of stretching or shortening a frame is also already included as it changes the consumption time for the subsequent frame.
This would also be consistent with the reference delay calculation algorithm that does allow for up to +/-20% time scaling, without considering the impact on the delay for the modified frame.
7 Other considerations impacting the objective evaluation of the jitter management
In normal cases, the speech decoder processing time would also add to the end-to-end delay. Since the processing time of the EVS candidate is unknown at this stage, it is suggested that this is ignored. This would also be consistent with the objective performance evaluation since the target of this evaluation is the jitter buffer management and not the whole receiver handling.
8 Proposal
The source proposes that:
· Candidates need to be careful with how the buffering time for each frame is calculated in order to generate correct statistics for the objective evaluation of the jitter buffer management. It is especially important to determine the consumption time correctly, for each frame, so that the timing properly represents the timing that would occur in a real implementation.
· If time scaling is used, then the “synchronization point” for determining the buffering delay for a frame is the beginning of that frame.
· The processing time for the speech codec is disregarded in the objective jitter buffer estimation.

9 References
[1] AHEVS-139, “EVS Permanent Document EVS-8a: Test plans for qualification phase including host lab and GAL task specification, v0.0.7”

[2] S4-120334, “Network Simulator for EVS”.

[3] TS 26.114, “IP Multimedia Subsystem (IMS); Multimedia Telephony; Media handling and interaction”.
_1398624596.doc

[image: image1]

RTP unpack







Received packets







Jitter buffer







Speech decoder







Synthesized speech







Play-out buffer







Arrival time included for each packet







Arrival time set for each speech frame







Stores speech frames in sequence according to their respective media time, which is calculated from RTP Time Stamp and packetization.



Also stores arrival time (for JBM metrics).







Normally, the play-out buffer would “pull” (decoded) speech frames from the speech decoder. The speech decoder would then “pull” frames from the jitter buffer.







Executed N times when aggregation is used







”Consumption time” for each speech frame












_1398625921.doc

[image: image1]

Frame(n-1)







Frame(n)







Frame(n+1)







Arrival time







Frame(n+1)







Frame(n)







Frame(n-1)







Consumption time







Correlation point frame(n)







Correlation point frame(n+1)







Time







Delay frame(n)







Delay frame(n)












_1398624360.doc

[image: image1]

RTP unpack







Received packets







Sorting buffer







Speech decoder







Synthesized speech







Play-out buffer







Arrival time included for each packet







Arrival time set for each frame







Sort speech frames in sequence if they are received out-of-sequence (if needed)







Stores decoded speech frames until they are fetched by the play-out buffer







Executed N times when aggregation is used







”Consumption time” for each frame







Jitter buffer







Decodes speech frames as soon as possible, respecting in-sequence decoding (if needed)












