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1 Summary
This document proposes two-layer FEC for MBMS streaming service, which is adding simple additional FEC sub-layer to existing FEC sub-layer in the transport layer. In more detail, the purpose of this document is described below.
The objective of the work item of EMM-EFEC is as follows.
· investigating and evaluating the proposed FEC technologies 

· adopting one which provides the most significant enhancement to the performance of the MBMS system over the Rel-6 application layer FEC in MBMS.  
The two-layer FEC scheme proposed in this document does not fulfil the second work objective but the scheme enhances following all aspects of system performance in the work item especially in low speed of mobile (e.g. 3 Km/h) and high block error rate (e.g. >20%) Markov model channel where conventional FEC layer (henceforth called lower FEC layer or simply FEC layer) could result in high decoding failure rate although perfect FEC code (e.g., at code performance a code with always O ( 0) is assumed. This is proved by Proposition 1 and 2 in section 3.
· the bandwidth efficiency 

· the reliability (tolerable lost packets for a given FEC overhead)  

· computational and memory resources for decoding in UEs

· backward compatibility  ( pre-Rel-11 MBMS FEC)
Therefore, we hope EFEC delegates to consider about the benefits of the two-layer FEC scheme that includes additional FEC sub-layer to the FEC sub-layer; that make it possible to turn on, off or to control receive delay of the upper FEC layer (henceforth GD-FEC or upper FEC) according to lower FEC layer’s decoding results.
2 FEC encoder

There could be many encoding ways but this document shows four types (A ~ D) for example. Decoder can know which encoding type was used by checking data formats. 
· GD-FEC type A 
In this type, the gap (G) between parity blocks is one. 

[image: image1.emf]Frame Time

t1 t2

t3 t4

t5 t6

t7 t8

t9t10

t11t12

t13t14

t15t16 t17t18

t19t20

GoP-1 GoP-2 GoP-3 GoP-4 GoP-5

Packet Time

L = 4

GoP-6

...

...

Protect Burst 

loss

D=1

G=1

Mfr 5

t21

Type A: L=4, D=1, G=1

Pfr 4 <~ F{Mfr i, i=5,9,13,17},

Pfr 8 <~ F{Mfr i, i=9,13,17,21}, 

…

*Pfr = Parity frame, Mfr = Macro frame = a group of some frames

Mfr 9

Mfr 13

Mfr 17

Mfr 21

Pfr 4

Pfr 8

 Figure 1. GD-FEC type A encoding
· GD-FEC type B 
In this type, G is two; distance, D between parity block and message blocks is one.
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 Figure 2. (a) GD-FEC type B encoding
· GD-FEC type C 
In this type, G is two; D is two also but the parity block is divided by the number D as shown in Figure 2. (b).
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Figure 2. (b) GD-FEC type C encoding
· GD-FEC type D 
In this type, the parity block is simply divided by the number L as shown in Figure. 3.
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Figure 3. GD-FEC type D encoding
3 FEC decoder

· GD-FEC type A (Decoding)
More Tx delay for GD-FEC needed but more Rx delay need not.
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 Figure 4. (a)  GD-FEC type A encoding
· GD-FEC type B (Decoding)
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Figure 4. (b)  GD-FEC type A encoding
· Two-layer FEC joint optimization method for all user satisfaction
The parity block length can be determined using Corollary 2 as defined below. Without loss of generosity, the amount of parity bits that are more than those of the I-frames must be restored; this concept is illustrated in Theorem 1 and Corollaries 1 and 2, as described below.
Theorem 1: Suppose that [image: image8.png]


 fraction of the message of the length of k is deleted in the bearer delivery process (called a channel). Then, the remaining message becomes a length of [image: image10.png](1-a)k



; thus, a required redundancy with a length of [image: image12.png]


 must be satisfied with following inequality:
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.                                          (1)
Proof: The deleted message can be understood as erased bits over a binary erased channel (BEC). Therefore, suppose that a channel capacity is B bits per channel use. Then, a transmit rate of R can be obtained as follows:
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                                     (2)
Then, the following inequalities must be satisfied:
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or
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.                         (3)
Suppose [image: image26.png]


. Then, [image: image28.png]


, which becomes larger than [image: image30.png]


. Therefore, this inequality is only satisfied if [image: image32.png]


. (
Corollary 1: According to Theorem 1, the amount of parities is larger than the lost bits, which are [image: image34.png]


 portion of loss in k bit messages. If a good FEC (e.g. RaptorQ code) is used, the amount of parities can approach the lost bits. Thus, for a small positive value ([image: image36.png]


), the amount of parity ([image: image38.png]


) can be expressed by [image: image40.png]m = ak+ ¢



; here, [image: image42.png]


 is set as the target loss recovery rate (TLRR).

Corollary 2: The Dfr length is given as follows:

length(DPfr) [image: image44.png]


[Tㆍlength(Mfr) + [image: image46.png]


 .                        (4)

According to Theorem 1 and Corollary 1, there must be greater amounts of parity bits to be restored than information bits, which could be the I frame bits that should be recovered when all frames in consecutive GoPs are lost. As a result, when the amount of loss is [image: image48.png]


, the possible parity length required to be restored should be [image: image50.png]m = ak+ ¢



; in the same manner, in order to restore the T amount of Mfr’s, [Tㆍlength(Mfr) + [image: image52.png]


 of parities is required, and when a T amount of GoP in G is lost, the target information can be restored using a (D-T) amount of GoP and using RaptorQ-like decoding. Therefore, the final required length of Dfr is given by (4). Corollary 2 can be proven more simply using (8) as shown below.

While Theorem 1 calculates the redundancies required in order to recover message bits that are lost in the channel, the redundancies required for the recovery of message bits given that both the message and redundancies are sent simultaneously are described in Proposition 1.

Proposition 1: Suppose that ( fraction of parity m plus message k is deleted in the bearer delivery process. Then, the remaining message and parity has a length of [image: image54.png](1 —a)(k+ m)



; thus, the following must be satisfied:

[image: image56.png]m > @k



,                                       (5)
where [image: image58.png]


 denotes the effective TLRR defined by:
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.                                       (6)
Proof: Without loss of generality, it can be assumed that the deletion processes of message and parity are independent. Then, by Theorem 1 and with [image: image62.png]a<1



, [image: image64.png](1-a)m > ak



 can be obtained easily, and finally (7) is found: 

[image: image66.png]


.                                  (7)

Therefore, it is known that [image: image68.png]


 in (1) is equivalent to [image: image70.png]


 for the condition of deleting both m and k. Using Corollary 1 and Proposition 1, and with a simple manipulation, the following is obtained: 
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ㆍDㆍlength(Mfr) + [image: image74.png]


 = Dㆍlength(DPfr).                  (8)

Therefore, it is easily proven that (4) is valid using (8). Given that the amount of redundancies for both FEC and GD-FEC are equal, Proposition 2 can be defined as follows.

Proposition 2: For GD-FEC, suppose that [image: image76.png]


 fraction of the message in the FEC layer is protected in the GD-FEC layer. Then, the effective TLRR of the conventional FEC can be expressed with that of the GD-FEC, as follows:

[image: image78.png]


,                                  (9)

where [image: image80.png]


 and [image: image82.png]Lep



 denote the TLRRs at the FEC layer shown in Figure 2 for the conventional FEC and GD-FEC methods, respectively. Further, [image: image84.png]


 denotes the TLRR at the GD-FEC layer for the GD-FEC method (see also Figure 5). Finally, the right side of (9) is given for the total effective TLRR of both layers of the FEC and GD-FEC for the GD-FEC method.

Proof: The total redundancy T can be given as follows:
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,                              (10)

where [image: image88.png]


 is the amount of the message in the FEC layer. Clearly, for the conventional FEC method, [image: image90.png]


 equals zero because there is no GD-FEC layer. With this, an equation can be formulated from the total redundancies of the conventional and GD-FEC methods being equal; by eliminating [image: image92.png]


 from the (10), (9) can be obtained. (
4 Standardization Status

In the transport layer, the FEC block must be located in a lower section in order to fully protect the packets and headers generated at each sub-layer. Therefore, as Figure shows, the FEC block or layer located next to the transmission blocks, such as the real-time transport protocol (RTP) or secure RTP (SRTP), must receive output signals that are already interleaved, enciphered, or complicatedly packetized using RTP or SRTP. Therefore, the input signals of the FEC must be grouped blindly or symbolized blindly from the input signal data whose contents may not be discriminated. Instead, unlike the location of the FEC, that of the GD-FEC should be the first, or at least an early, step in the transmission function because it should be able to isolate the I and P frames in video or other multimedia data from the media equipment output signals before they become interleaved, enciphered, or complicatedly packetized signals for the FEC.

[image: image93.emf]Audio

Audio Video DIMS Text

RTP & RTCP

SRTP

Source block

FEC

Encoding

FEC Payload ID packetization

UDP

FEC Layer

MBMS transport

GD-FEC (Encoding)

Media

Equipment

(Application

Layer)

Transmission

Equipment

(Transport Layer)

Audio

Audio Video DIMS Text

RTP & RTCP

SRTP

Source block

FEC

Decoding

FEC Payload ID de-packetization

UDP

FEC Layer

GD-FEC (Decoding)

D

e

c

o

d

i

n

g

 

S

u

c

c

e

s

s

 

R

e

p

o

r

t

 

(

1

 

b

i

t

)


Figure 5. GD-FEC and FEC mechanisms for the streaming delivery method interaction diagram: the GD-FEC is located at the first step (or at least an earlier processing block) in the transmission equipment.
5 Impact on TS26.346

GD-FEC section could be inserted just after “8.4 Quality of Experience” section and no other changes are needed.
6 Test Vectors

In order to calculate the amount of increased redundancy for the GD-FEC, the following SVC data can be prepared. Undoubtedly, the following numeric data can be adapted to suit various needs, but this can be assumed as an example of a practical case. The test stream consists of four layers: a 320 x 240 base layer (L0), a 640 x 480 enhanced layer Q0 (L1), a 640 x 480 enhanced layer Q1 (L2), and a 640 x 480 enhanced layer Q2 (L3). The bitrates are 476 kbps for L0, 301 kbps for L1, 2600 kbps for L2, and 5559 kbps for L3; thus, the total rate is 8936 kbps. Given this numeric data, the portion of the base layer in the total stream is below five percent (i.e. 476/8936 = 5%). In addition, the I frame portion in the base layer is approximately 25%. Finally, the I frame portion in the total stream is approximately 1%
7 FEC Code Performance for Test Cases
FEC Code Performance
In the performance test, FEC layer code is assumed as perfect FEC code; therefore, always O ( 0. This is proved by Proposition 1 and 2 in section 3.
Implementation-specific Performance Metrics
Decoding Complexity
Tx side, some additional complexity is needed and Rx side no additional complexity is needed in normal channel but complexity could increase in low speed of mobile (e.g. 3 Km/h) and high block error rate (e.g. >20%) Markov model channel to give more user satisfaction.
Memory Requirements
Tx side, some additional memory is needed and Rx side no additional memory is needed in normal channel but memory could increase in low speed of mobile (e.g. 3 Km/h) and high block error rate (e.g. >20%) Markov model channel to give more user satisfaction.
Library Footprint

GD-FEC can be independent sub-layer or module.
8 Verification

Figure 6 presents the coded BLR results for the FEC and GD-FEC in an MBMS system for a Vm of 3 Km/h, [image: image95.png]


 = 0.01, and TLRR = 10%, 20%, and 30% for (a), (b), and (c), respectively. In the figure, (x, y, z) indicate the (BLR, [image: image97.png]


, [image: image99.png]


), respectively. Again, in the conventional FEC method, the value of [image: image101.png]


 is always zero. In the figures, the middle curves indicated by the dotted lines with red circles and those with pink triangles show the coded BLR results for the FEC layers using the conventional FEC method (CV) and the GD-FEC method (GD), respectively. The bottom curve indicated by a solid line with blue inverted triangles indicates the coded BLR results for the GD-FEC layer using the GD. In the simulation results, the figure shows that the coded BLR results for the FEC layers using the CV and GD exhibit little difference with each other in all cases (see Figures 6(a), 6(b), and 6(c)), of which reason is explained as follows. In (9), the value of [image: image103.png]


 was set to be a small value of one percent, so the value difference between [image: image105.png]


 and [image: image107.png]Lep



 becomes small, but the value of [image: image109.png]


 can be set to be much as 50% or more, which results in the coded BLR for the GD-FEC layer using the GD approaching zero (see Figures 6(a), 6(b), and 6(c)). Therefore, the GD-FEC with the given conditions (e.g. channel BLR of 20% and TLRR of 30%) guarantees to clear at least slideshow video. Whereas the FEC with the same conditions results in a BLR of approximately 9%, which can cause the user to have eye fatigue, especially in 3D videos [16]. 

As the simulation results demonstrate, even in the worst case of a high BLR, no data loss of the special section of the multimedia using the GD-FEC allows the system to continue to guarantee a minimum level of service; that is, a very short slideshow video with mono audio will be streamed instead of a noisy high quality video and stereo audio, or in the worst case no service, during consecutive long burst losses. Moreover, due to the unequal protection effect of the GD-FEC, the amount of redundancy bits required for the FEC (e.g. RaporQ-like code) can be decreased significantly, which is shown in the following simulation results (see also Figure 7).
As a result, using Figure 6 as a representative case of a low Vm of 3 Km/h, it is seen that the FEC does not work efficiently in high burst loss channels that result from the reasons described in Section 4. Instead, the high Vm of 120 Km/h scenario results in low burst losses; thus, using FEC only can allow the BLR approach to zero as it demonstrates in Figure 7, which presents the coded BLR results for the FEC and GD-FEC in an MBMS system when Vm = 120 Km/h.
That is, in the case in Figure 7(a), the set TLRR of 10% results in little FEC recovery effect for BLR [image: image111.png]


 10% cases, e.g. 10% and 20%; in the case in Figure 7(b), the set TLRR of 20% results in full FEC recovery effect for cases BLR < 20%, e.g. 5% and 10%. Furthermore, as Figure 7(c) shows, the set TLRR of 30% results in a full FEC recovery effect for BLR < 30%, e.g. 5%, 10%, and 20%. Thus, the resulting coded BLR approaches zero due to the low burst losses in the high Vm, which was also explained in Section 4.
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Figure 6. Coded BLR results for the FEC and GD-FEC in an MBMS system: Vm = 3 Km/h, [image: image116.png]


 = 0.01, and TLRR = 10%, 20%, and 30% for (a), (b), and (c), respectively; (x, y, z) indicates (BLR, [image: image118.png]
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), respectively. Again, in the conventional FEC method, the value of [image: image122.png]


 is always zero.
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Figure 7. Coded BLR results for the FEC and GD-FEC in an MBMS system: Vm = 120 Km/h, [image: image127.png]


 = 0.01, TLRR = 10%, 20%, and 30% for (a), (b), and (c), respectively, and (x, y, z) indicates the (BLR, [image: image129.png]
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), respectively. Again, in the conventional method, the value of [image: image133.png]


 is always zero.
9 Additional Information

Additional information is as follows:

· differences to existing AL-FEC: adding one more simple FEC sub-layer
· information on available implementations and deployments: it could be bypass in good channel condition but give user satisfaction at worst channel case.
10 Summary on Addressing Work Item Objectives

For given performance metrics:
1. Probability of decoding failure, for a given receive overhead: see section 8
2. Transmit overhead: see section 8
3. Receive overhead: see section 8
4. Encoding latency/speed: see section 8
5. Decoding latency: see section 8
6. Encoder SW complexity: see section 3 and 7
7. Decoder SW complexity: see section 3 and 7
8. Decoding memory requirements: see section 3 and 7
9. Footprint requirements: see section 3 and 7
10. Amount of tolerable loss packets for a given FEC overhead: see section 8
11. Implementation choices/options: depend on UE class
This document proposes two-layer FEC or GD-FEC that can be used for the recovery of a special section of the frames, such as the I-frame in video or audio only in the mixed source data; when all frames in consecutive GoPs are lost, the receiver can protect the display disconnections using these frames. This paper derives some equations to establish a TLRR with the condition that when T amount of GoP among total Dis lost, the required information can be restored using a (D-T) amount of GoP and RaptorQ-like decoding (see Section 3). This paper also derived the total TLRR of both layers of the FEC and GD-FEC for the GD-FEC method in order to optimize the TLRRs. The simulations demonstrated that in a high Vm channel and when BLR < TLRR, the FEC is sufficient and thus the GD-FEC is not required; however, in a low Vm channel or when BLR > TLRR, the FEC is not effective, so a significant amount of redundancies is required. Therefore, it is efficient to use the GD-FEC without increases in the channel bandwidth in order to prevent burst losses by allowing BLR to approach zero. Thus, the proposed GD-FEC has graceful degradation ability that can provide satisfaction for various conditioned users in MBMS services. 
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