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1. Introduction
FEC performance can directly influence user experience and consequently user behavior in accessing the content. It is important to understand the performance of the FEC in the network for download delivery sessions.

Optimal FEC network settings (overhead) must be determined to meet target delivery performance for both file delivery and streaming. Compact metrics are needed to support streaming sessions where the number of objects in a session may be very large. Per file metrics are needed to support file delivery where the number of samples is limited per device.
The success or failure of files as reported by either direct URL reports in the StaR-All modes, or through the metric “Loss of objects” can be used to understand the performance in terms of delivery rates to the user. However, if an operator is to adjust the FEC settings, a finer performance metric is required to target a desired improvement in level of performance.

2. Use Cases

The following use cases exemplify how an operator can tune the FEC network settings using the currently specified procedures in a trial and error process.  Each use case then illustrates how methods proposed in this document can be used to tune FEC network settings more systematically.
Use Case 1
Premise: 

Analysis shows that target delivery QoS is not met for a file delivery service carried over eMBMS download delivery sessions.
Solution with current reporting procedures: 

The operator identifies failed objects using StaR-All reporting and must correlate these to file sizes on the server side. Through trial and error, the operator increases overhead until the target file reception rate is met. This tuning has to be done for each object size range and a large range of object sizes would lengthen the process significantly.  Trial and error would also consume time and resources and may not allow the operator to target specific file ranges that are causing the higher error rates. The final setting may waste bandwidth resources by over-hitting the target.

Solution with proposed Method 1:

As part of a reception reporting campaign for file delivery services, devices are requested to log symbol counts per delivered object in the StaR-All mode.
Symbol count metrics show that the main issue is with a category of block sizes identified by a range on the number of symbols K. The number of received symbols per block indicates that a 10% increase in the number of repair symbols should lead to satisfactory performance. The operator adjusts network settings for the corresponding file size range. Target performance is met based on this analysis without lengthy and wasteful trial and error process.

Method 2 Use Case
Premise: 

Analysis shows that target delivery QoS is not met for a DASH streaming service carried over download delivery eMBMS sessions.
Solution with current reporting procedures: 
The operator must collect object loss statistics across devices. Through trial and error, the operator increases overhead until the target file delivery rate is met. Trial and error would consume time and resources and may not allow the operator to target specific file ranges that are causing the higher error rates. The final setting may waste bandwidth resources by over-hitting the target.

Solution with proposed Method 2:

As part of a reception reporting campaign for DASH streaming services, devices are requested to log symbol count under-run distributions for failed objects using Method 2.
The symbol count under-run metrics show the additional overhead required to reach the target delivery performance. The operator may target different file size ranges when measuring symbol count under-runs in case delivery failures are due to subsets of the broadcast segments with common sizes. The operator adjusts network settings based on the reported distribution. The target performance is met.

3. Overview of the Proposed Methods

As introduced in the Use Cases of clause 2, two measurement methods are proposed in this discussion paper and in the accompanying CR:

· The first method modifies the StaR-All mode reporting for file acknowledgements. For failed files, the UE reports the received symbols (N), and the total number of source symbols (K) for failed blocks. This method is targeted for file delivery services over download delivery sessions where the number of files per session is moderate.

· The second method reports the statistical distribution of (N-K) for failed blocks during a measurement period. This method is targeted for streaming services over download delivery sessions where the number of files per session is large.

The rest of this discussion paper is organized in the following manner. Clause 4 describes method 1, and provides an example explaining what is reported in this mode. Clause 5 describes method 2, provides an example definition of the metric, and a corresponding reception report. Clause 6 compares the two methods to the StaR-All mode from a qualitative, and a quantitative perspective. 
4. Proposed Method 1 – Modification to StaR-All Mode 
For files that failed during broadcast (i.e. before any subsequent file repair), the UE reports the number of received symbols (N), and the total number of source symbols (K) for each failed block.
Two vectors are reported:

· A list of received symbol count per failed block

· A list of total source symbol count per failed block
Figure 1 shows an example of how this method works. Consider a file that is  encoded into 3 blocks A, B, and C, consisting of 100, 100, and 99 source symbols respectively. The number of source and repair symbols received for each block at the reporting UE are 98, 105, and 100 respectively. Blocks A, and C fail. The device reports the failure of the file, and the following two lists:

· receivedSymbolsForFailedBlocks=“98 100” 

· totalSymbolsForFailedBlocks=“100 99“
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Figure 1 – Example Scenario with Proposed Method 1
Figure 2 shows the corresponding reception reporting request. The report is for a Star-All mode, and includes a qoeMetrics section, and a list of URIs for successful and failed files. In this case, file1.3gp is the file shown in the example in Figure 1.

[image: image2] 
Figure 2 – Example of Reception Report Request with Proposed Method 1
5. Proposed Method 2 – New QoE Metric 

For files that failed during broadcast (i.e. before any subsequent file repair), the UE reports the distribution of N-K during a measurement period, where N is the number of received symbols, and K is the total number of source symbols for each failed block within the measurement period.
Figure 3 shows an example of what the metric reports. Consider the same file from the example from Method 1 with the same loss pattern on the constituting blocks. In this case, the UE will log two samples for the underrun distribution: N-K=-2, and N-K=1. 
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Figure 3 - Example Scenario with Proposed Method 2
Figure 4 shows an example of a line in the SDP defining an instance of the new proposed metric. In the example, the device is requested to collect the distribution of the metric symbol count underrun, for the first 40 seconds of the session, with a measurement duration of 20s. The reported symbol count underrun distribution is collected for values between -20, and 5, with a bin size of 5. Symbol count underruns of -20 to -16 are reported jointly. The other bins are [-15,-11], [-10,-6], [-5,-1],[0,4],[5,9]. Values lower, or higher than the minimum and maximum bin values, are reported in the first, and last bin respectively. Finally, the statistic is collected for files that are in the range 300000 to 500000 Bytes.
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Figure 4 – Example of Metric Definition for Proposed Method 2
Figure 5 shows a possible reception reporting request corresponding to the metric definition in Figure 4. The report is for a Star-Only mode, and consequently does not include a list of URIs for successful and failed files. The report provides two distributions of symbol count underruns for measurement periods 0 to 20s, and 20 to 40s. In the first period, 10 blocks failed with underruns of less than -16, and 5 blocks failed with underruns of between -10 and -6 symbols. In the second period, 19 blocks failed with underruns of less than -16, 4 blocks failed with underruns of between -15 and -11, and 2 blocks failed with underruns of between -10 and -6 symbols. 

[image: image5]
Figure 5 – Example of Reception Report Request with Proposed Method 2
6. Comparison
From a qualitative perspective, method 2 reports provide a subset of the information available through method 1. Method 1 provides a list of received source and repair symbols, and total a list of source symbols for failed blocks of a file for the duration of a session. Method 2 provides the distribution of the difference between the values of the two lists, over specified measurement durations, and for files of a specified size range. Method 1 makes sense when the number of received files is small. 
From a quantitative perspective, method 2 is more compact in terms of the size of the reception report request. Let us compare the existing StaR-All procedure, to the Star-All procedure augmented with method 1 reporting of N and K for failed blocks, and method 2.

For this purpose, let us consider the following scenario:

· Streaming service

· DASH, 1 second segment duration, different video and audio segments

· Viewing time of 10 minutes (600 audio segments, 600 video segments)

· 1 block per file

· Error rate of 1% (6 lost audio segments, 6 lost video segments)
· URL entry within reception report for successful files in Star-All and in method 1: 60 bytes (based on length of successful entries in example reception report request provided for method 1; see Figure 2)
· URL entry within reception report for failed files in method 1: 200 bytes (based on length of failed entry in example reception report request provided for method 1; see Figure 2)

· URL entry within reception report for failed files in Star-All reporting: 82 bytes (based on length failed entry in example reception report request provided for method 1 but removing the contribution of the two failed block tables; see Figure 2)
· 60 second measurement period for method 2 (10 reported distributions, with assume 6 of those logging a lost audio, and a lost video segment)

· Empty distribution size for method 2: 2 bytes (based on length of entries with no errors in example reception report request provided for method 2; see Figure 4)
· Distribution with 2 entries for method 2: 18 bytes (based on length of entries with errors in example reception report request provided for method 2; see Figure 4)

· Element header size for method 2: 22 bytes (“symbolCountUnderrun={…}“)
Based on the above assumptions, the size of the reported information for the delivered files will be:

· For StaR-All: 12*82+(1200-12)*60 =  72264 B.

· For StaR-All with method 1 enhacnement: 12*200+(1200-12)*60 = 73680 B.

· For StaR-only with metric introduced in method 2: 6*18+(10-6)*2 + 22 = 138 B

In the above example, adding method 1 reporting to StaR-all increases the overhead by 2% over StaR-all without the enhancement. Alternatively, using the underrun metric in the Star-only mode reduces the size of the reported information by 99.8% when compared to the existing StaR-all reporting. 
7. Conclusion

This paper identifies relevant Use Cases and introduces two methods to allow an operator to systematically tune the FEC network settings in a deployed network without having to resort to trial and error.

We propose that these methods be adopted for 3GPP TS 26.346 Rel-11 as proposed in the CR  S4-120609. 
<?xml version="1.0" encoding="UTF-8"?>


<receptionReport xmlns="urn:3gpp:metadata:2011:MBMS:receptionreport"


		xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">


	<statisticalReport 


		clientId="clientID" 


		sessionType=“download" 


		serviceURI="bmsc.example.com" 


		serviceId="serviceID">


		<fileURI  receptionSuccess=”0” receivedSymbolsForFailedBlocks=“98 100” totalSymbolsForFailedBlocks=“100 99“>


                                  		http://www.example.com/mbms-files/file1.3gp</fileURI>


		<fileURI>http://www.example.com/mbms-files/file2.3gp</fileURI>


		<fileURI>http://www.example.com/mbms-files/file4.3gp</fileURI>


		<qoeMetrics 


			sessionStartTime="1219322514"


			sessionStopTime="1219322741">


		</qoeMetrics>


	</statisticalReport>


</receptionReport>





a=3GPP-QoE-Metrics:metrics={Distribution_of_Symbol_Count Underrun};rate=End;resolution=20; range:npt=0-40; B=-20; T=5; S=5; Y=300000;Z=500000





<?xml version="1.0" encoding="UTF-8"?>


<receptionReport xmlns="urn:3gpp:metadata:2008:MBMS:receptionreport"


		xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"


		xsi:schemaLocation="urn:3gpp:metadata:2008:MBMS:receptionreport receptionreport.xsd">


	<statisticalReport 


		clientId="clientID" 


		sessionType=“download" 


		serviceURI="bmsc.example.com" 


		serviceId="serviceID">


		<qoeMetrics 


			sessionStartTime="1219322514"


			sessionStopTime="1219322561">


			symbolCountUnderrun = ”{(-20,10) (-10,5)} {(-20,19) (-15,4) (-10,2)}”>


		</qoeMetrics>


	</statisticalReport>


</receptionReport>
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