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1 Introduction

SP-110555 (also available as S4-110792) is a new work item on "Enhancement to FEC for MBMS" that has been approved at SA#53.
To evaluate the performance of a candidate FEC code a code performance evaluation is proposed as provided in section 3. Background is provided in section 2. The proposal is provided in section 4.

2 Motivation
2.1 Use Cases
Codes are based on source blocks, in both, streaming and download delivery. A source block consists of K source symbols and in lossy delivery environments, typically not all K source symbols are received, but some of them are lost or they are not available at the receiver for other reasons, for example they have not even been sent.

Use cases requiring different sending and reception strategies are for example

· Streaming: In this case the source data is sent and a certain amount of overhead, typically in the range of 5-30% is added to compensate errors observed in the source data, in some cases up to 100% are necessary.
· Scheduled download from single transmitter: In this case the receivers join at the start of the delivery and accumulate the first symbols they have received until decoding is successful. If decoding is not successful with the amount of sent symbols, a repair session may be initiated.

· Carousel background download: In this case a download delivery service is offered over longer time, possibly over a long time, at a low transmission rate.

· Scheduled download with CDN-based repair: In this case the transmitter delivers only repair symbols on the multicast delivery. If the file cannot be recovered from the multicast delivery, then the associated repair procedures permit to recover the data in a repair session. The receiver requests an arbitrary set of source symbols to recover, for an ideal code typically only the first K-R with R the number of symbols received in the multicast session. The request may even be simplified to request only byte range of the file that is made available on an HTTP-server or an HTTP-cloud. This operation avoids the complex repair architectures, in the latter case only a regular HTTP-server is necessary and a regular CDN-cache download can be offered in parallel on a multicast session with zero cost for the repair procedure and maximum delivery efficiency. For more details on this use case refer to S4-120047.
· other use cases not yet considered

2.2 Typically Observed Loss Characteristics
In addition to the sending and reception strategy, during an active reception also some encoding symbols may be lost. Without completeness, some of the following loss characteristics may occur:

· statistically independent symbol losses at high speed and line-of-sight reception

· burst-packet losses because of short-term fading

· burst-packet losses due to shadowing and obstruction, the latter possibly driving through a tunnel or below a bridge.

· antenna obstruction when holding the mobile phone, etc.

The statistics of a channel are well defined by the probability that when sending n symbols at exactly i symbols are received, Pc(n, i). For channels with statistically independent symbol losses Pc(n, i) results in the binomial distribution. For other channels the distribution may be different. 
2.3 Code Performance Metric

For the different use cases and channel models the combination of the sending and reception strategy as well as the different reception conditions results on a significant amount of variations of data configurations available at the receiver for the recovery of the source block. To evaluate the performance of a code, not only the primary performance metrics as agreed in the permanent document S4-AHI267, section 3.2 need to be assessed, but also the flexibility of the code for different use cases as introduced in section 2.1 as well as for loss characteristics in section 2.2.

In any case missing source symbols may be reconstructed by repair symbols. The total number of required symbols (source or repair) to recover all missing symbols are at least K. But due to code inefficiency more than K symbols, namely K+O symbols, are generally required depending on permutations of received encoding symbols. The value O expresses the code overhead (aka reception overhead) for this specific experiment. 

The distribution of the code overhead O for different permutations of received symbols is a relevant measure for the code performance. Specifically, the failure probability distribution defined as Pf(O) = Pr{decoding with exactly O overhead symbols fails} is relevant and may be used to determine the code performance.

In any case Pf(O) is monotonically decreasing with increasing O, i.e. the more overhead is used, the less likely it is that the code fails.

pf=0.85*0.567^i
i=0 > 0,85

2.4 Code Performance for Specific Channels

Given the code failure distribution Pf(O) for a code with K source symbols as well as arbitrary N encoding symbols (which is a code property) as well as the channel success probability Pc(N, i) for a specific channel, the probability of a source block failure Psb can be computed as follows:

Psb = sum {i=0; K-1} Pc(N, i)  + 
+ sum { o = 0; N - K } Pf(o) * Pc(N, K+o) 
The above equation takes into account that a failure of the source block happens in any case for which the number of received symbols is smaller than K. Only if at least K symbols are received, then the code can perform error correction.
Note that the source block probability as presented above separates the code performance from the channel characteristics. The source block failure probability Psb depends on the channel statistics expressed in Pc(N, K-1) and the code performance expressed in Pf(o). Therefore, to evaluate the code performance any term Pf(o) contributes to the source block failure. With the availability of Pf(o) the code performance for different channels can be evaluated and the average code overhead is a good indication for the source block loss probability. Therefore, derivation of the code performance for a specific code gives excellent insight into the performance of a code independent of the channel loss characteristics.

3 Code Performance Derivation
3.1 Evaluation Procedure

The distribution of the code overhead O for different permutations of received symbols is a relevant measure for the code performance. Specifically, the failure probability distribution defined as Pf(O)= Pr{decoding with exactly O overhead symbols fails} is relevant and may be used to determine the code performance.

To obtain the distribution Pf(O) a statistical evaluation procedure is proposed based on the following four parameters:

· the source block size K providing the total number of source symbols

· the maximum encoding symbol ID (ESI) N for any repair symbol

Given these numbers the following procedure is proposed to obtain the O for one experiment:

1. Generate a source block with K symbols

2. Generate N-K repair symbols with ESI=K+1, ..., N
3. Randomly pick K among the N symbols
4. Set O to 0

5. Attempt decoding using the available K+O encoding symbols

6. If decoding is not successful then

a. pick one additional not yet included encoding symbol randomly chosen from the N symbols.
b. Set O to O+1, 

c. If K+O == N+1 then goto 7, else goto 5

7. Report O as the overhead result for this experiment

To obtain the distribution for the necessary overhead O at least 10,000 of the above experiments shall be carried out.

3.2 Test Cases

The following test cases are determined for the purpose of evaluating the code performance.
Table 1 Test Cases for Code Performance

	Number
	K
	N

	CP1
	32
	34

	CP2
	32
	38

	CP3
	32
	128

	CP4
	256
	269

	CP5
	256
	307

	CP6
	256
	1024

	CP7
	1024
	1075

	CP8
	1024
	1229

	CP9
	1024
	3072

	CP10
	8192
	8601

	CP11
	8192
	9830

	CP12
	8192
	30000


Note that code does not necessarily have to provide N different repair symbols, but the code may have less symbols N'. To use such codes in an environment were N symbols are sent, the N' are repeated. 
3.3 Performance Metrics

For each of the above test cases the following performance metrics shall be reported.

· The probability that decoding is not successful with less than O=0 symbolsPf(O=0),

· The probability that decoding is not successful with O=1 symbolsPf(O=1),
· The probability that decoding is not successful with O=2 symbolsPf(O=2),
· The probability that decoding is not successful with O=3 symbolsPf(O=3),
· The probability that decoding is not successful with O=4 symbolsPf(O=4),
· The probability that decoding is not successful with O=5 symbolsPf(O=5),
· The probability that decoding is not successful with O=6 symbolsPf(O=6),

· The average symbol over head E{O} for the test case.
Table 2 Reporting format for Code Performance

	Case
	Pf(O=0)
	Pf(O=1)
	Pf(O=2)
	Pf(O=3)
	Pf(O=4)
	Pf(O=5)
	Pf(O=6)
	E{O}
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4 Proposal

As shown in section 2, derivation of the code performance for a specific code gives excellent insight into the performance of a code independent of the channel loss characteristics. It is therefore proposed to include the Code Performance Evaluation as proposed in section 3 into the evaluation criteria permanent document for EMM-EFEC in addition to the primary performance metrics. 
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