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1 Introduction
This document describes a common framework for conducting subjective testing for validation of P.835 objective predictors. Such a framework is seen as necessary in order to minimize variations between subjective tests performed in different listening laboratories. The framework can be used for conducting further subjective tests necessary for conclusion of the Ext_ATS WI.
2 Test method
2.1 Traceability
The subjective test method is described in ITU-T Rec. P.835 (1) and the ITU-T Handbook of subjective testing practical procedures (2), with the following observations:

2.2 Speech Material

The speech material (near end signal) shall consist of [TBD] sentences ([TBD] male and [TBD] female talkers, [TBD] samples per talker). The speech database shall conform to the guidelines specified in ITU-T handbook of subjective testing practical procedures, section 5, and section B.3 of ITU-T P.501 (3). Each sample shall be constructed according to the guidelines described in ITU-T P.835 section 5.1.4 (including 1s of leading and trailing silence) and normalized to an active speech level (4) of -26dBov. It is recommended that the source speech material be 16bit / 48kHz.
[Editor’s note: Dynastat recommends 4 talkers, 8 sentences per talker. Orange suggested 4 talkers, 2 sentences per talker. Ericsson suggested 8 talkers, 4 sentences per talker]

2.3 Background Noise

The background noise shall be setup and equalized according to ETSI EG 202 396-1 (5). Noise types shall be reproduced at their realistic levels according to EG 202 396-1 clause 8. The test conditions are specified in Table 1.
2.4 Reference Conditions

Reference conditions shall follow the proposal in (6). The implementation of the processing for the new SIG reference system and specification for NS Levels listed in Table 1 are found in Appendix A.
Table 1 - Test and Reference conditions for subjective evaluation of noise reduction

	Reference Conditions

	File
	SIG.
	SNR
	Noise Type
	

	i01
	Source (original)
	No Noise
	-
	

	i02
	Source (original)
	[TBD]
	[TBD]
	

	i03
	Source (original)
	12dB
	[TBD]
	

	i04
	Source (original)
	24dB
	[TBD]
	

	i05
	Source (original)
	36dB
	[TBD]
	

	i06
	NS Level 1
	No Noise
	-
	

	i07
	NS Level 2
	No Noise
	-
	

	i08
	NS Level 3
	No Noise
	-
	

	i09
	NS Level 4
	No Noise
	-
	

	i10
	NS Level 3
	24dB
	[TBD]
	

	i11
	NS Level 2
	12dB
	[TBD]
	

	i12
	NS Level 1
	[TBD]
	[TBD]
	

	Test Conditions

	File
	Speech level

@ MRP
Handset/[handsfree]
	Noise level

@ HATS ear simulators
	Noise Type
	Description of Noise from EG 202 396-1

	i13
	-1.7/[+1.3]dBPa
	L: 75,0 dB(A) / R: 73,0 dB(A)
	Pub_Noise_binaural_V2
	Recording in a pub

	i14
	-1.7/[+1.3]dBPa
	L: 74,9 dB(A) / R: 73,9 dB(A)
	Outside_Traffic_Road_binaural
	Recording at pavement

	i15
	-1.7/[+1.3]dBPa
	L: 69,1 dB(A) / R: 69,6 dB(A)
	Outside_Traffic_Crossroads_binaural
	Recording at pavement

	i16
	[-1.7/+1.3dBPa]
	[L: < 30dB(A) / R: < 30dB(A)]
	 [No noise applied]
	[Clean speech condition]

	i17
	-1.7/[+1.3]dBPa
	L: 69,1 dB(A) / R: 68,1 dB(A)
	Fullsize_Car1_130Kmh_binaural
	Recording in passenger cabin

	i18
	-1.7/[+1.3]dBPa
	L: 68,4 dB(A) / R: 67,3 dB(A)
	Cafeteria_Noise_binaural
	Recording at sales counter

	i19
	-1.7/[+1.3]dBPa
	L: 63,4 dB(A) / R: 61,9 dB(A)
	Mensa_binaural
	Recording in a cafeteria

	i20
	-1.7/[+1.3]dBPa
	L: 56,6 dB(A) / R: 57,8 dB(A)
	Work_Noise_Office_Callcenter_binaural
	Recording in a business office


[Editor’s note: Current experience with recent tests is that Fullsize_Car1_130Kmh_binaural provided for an adequate and reliable noise type for the reference system. Orange and Ericsson would like a more non-stationary noise for the reference set. Dynastat suggests the use of babble and can provide the appropriate file. Orange would like to review replacement of train noise by clean speech condtion]

[The speech and background levels in Table 1 are intended for typical testing in handset mode which is the primary focus for the data collection. It is however beneficial (for the general usefulness today and for future robustness) if a model can predict a wider span of input SNR to the terminal. It is therefore encouraged that companies also collect data where the talker level and/or background noise levels have been varied around the typical values. The offsets should be selected and documented as being realistic conditions, for instance considering soft/loud talkers. It should  however be noted that e.g. spectral characteristics of speech and noise might in reality be level dependant why the variation of speech and noise levels around the Table 1 values is recommended to be restricted to ±6 dB to maintain realism; alternatively, other realistic recordings can be used for exercising the SNR range. In addition, the acoustic loss from MRP to the UE for handset mode can be varied when collecting data considering various sizes of terminals.]
[Editor’s note: The text in brackets represents an alternative proposal by SEMC to the use of hands-free testing to exercise a larger range of the scale. Inclusion of hands-free conditions in the database could not be agreed at this meeting. Qualcomm has concerns in not being specific about the test conditions]
2.5 Set-up for acquisition of test conditions
The handset terminals under test shall be set-up on HATS and the handset mounting position documented as described in 3GPP TS 26.132 clause 5.1.1 (7). [For handheld hands-free mode the device is set-up using HATS as described in clause 5.1.3.1.]For reproduction of the near-end signal, a HATS conforming to ITU-T P.58 (8) is used. The mouth simulator shall be equalized to achieve the reproduction accuracy described in 3GPP TS 26.132 clause 5.3.

[For handset mode testing], the mouth sensitivity gain shall be adjusted to produce an active speech level of -1.7 dBPa at MRP for a -26dBov input speech signal. [For handheld hands-free mode testing, the mouth sensitivity gain shall be adjusted to produce an active speech level of +1.3dBPa at MRP for a -26dBov input speech signal.]
The network simulator shall be set to a WCDMA voice call with the AMR 12.2kbps speech codec in narrowband tests and AMR-WB 12.65kbps speech codec in wideband tests. DTX must be enabled. The send signal is recorded at the electrical reference point of a network simulator to generate the test conditions (noise suppressed speech) for the subjective test. In addition, the acoustic signals at MRP and primary microphone position shall be recorded for further reference.
The send frequency response of the terminals shall be measured according to 3GPP TS 26.132 clauses 7.4.1, 7.4.3, 8.4.1 or 8.4.3 (depending on the testing condition being performed) and the results documented.

[Editor’s note: The inclusion of hands-free mode in the database collection cannot be agreed at this meeting]
2.6 Noise and speech playback synchronization
[TBD]

2.7 Pre-processing of reference conditions

For the reference conditions, the clean speech and noise signals shall be filtered with the [TBD] (narrowband) or [TBD] (wideband) filters available from ITU-T G.191 [9]. Appropriate resampling must be used prior to application of the filters. The necessary upsampling / downsampling are performed through the use of ITU-T G.191 software tools. Prior to mixing, the speech shall be normalized to an active speech level of -26dBov. The mixing shall be performed with the appropriate ITU-T G.191 tool to obtain the SNRs described in Table 1. The SNR is defined as the ratio between active speech levels to A-weighted noise level.
[Editor’s note: The current proposal from  Qualcomm/Audience/Dynastat was the use of MSIN + LP35 or MSIN + LP7. Current work so far has demonstrated a stable and reliable reference system with these filters. Orange would like to consider other filter options]

2.8 Pre-processing of test conditions
The uplink recordings of processed speech materials shall be normalized for use in the subjective test.  For the test conditions, the normalization gain is the gain necessary to obtain a recorded active speech level of -26dBov with a clean speech condition (no noise applied in the room). This normalization gain shall then be applied to all other test conditions for the same device (noise suppressed speech signals). In this way, the effect of level changes introduced by terminals in the presence of noise shall be part of the quality measurement.

2.9 Convergence
[To allow for proper convergence of noise suppressors, an additional four sentences shall be placed immediately prior to the 32 sentences used in subjective testing.  An appropriate set of material for this convergence interval can be found in COM 12 – C 186.] 
[Editor’s note: More discussion is felt necessary by Orange and Vodafone on the exact format of the convergence sequence]
2.10 Calibration and equalization of headphones for presentation
The headphones used are calibrated and equalized using a HATS conforming to ITU-T Recommendation P.58 and an artificial ear type 3.3 according to ITU-T Recommendation P.57 (10). The HATS is diffuse field equalized. The resulting frequency response characteristic of the headphones used in the subjective experiments shall be within the mask given in 3GPP TS 26.131, Ch. 6.4.2 (11).
The presentation of the test and reference conditions to listeners shall be diotic. The system gain is adjusted so that a speech segment of -26dBov corresponds to a presentation level of 73 dB SPL measured at the DRP with diffuse-field equalization of the HATS active.
2.11 Requirements on the listening laboratory
Listening laboratory facilities shall comply with the recommendations provided in ITU-T P.800 (12).
2.12 Experimental design
The experimental design shall include the 12 reference conditions and 8 test conditions per device under test, described in Table 1. A minimum of two and a maximum of six devices shall be included in any one test. 

The test and reference conditions shall be presented to a total of [TBD] naïve listeners. The listeners shall be native speakers of the language used for the test. The subjective test presentation sequence (i.e. “randomizations”) is provided in Annex A. Each of the [TBD] presentation sequences in the Annex shall be presented to [TBD] of the [TBD] listeners.
[Editor’s note: Original proposal is for 32 listeners as required in ITU-T P.835 text. There have been proposals to reduce the number of listeners to 24 from Orange and Vodafone. Dynastat has commented on the implications to the experimental design of reducing the number of listeners]
2.13 Training session

Prior to administration of the test, subjects shall be provided with written instructions on the test procedures. The use of training materials (e.g. videos, presentations) is encouraged to ensure the participants fully understand the task being requested. The training session shall be followed by a practice session containing 10 trials. The practice session shall include conditions representative of those presented in the test and are provided in [TBD]
[Editor’s note: Dynastat to provide the conditions]
2.14 Procedure for rejection of outliers

[TBD]
[Editor’s note: Dynastat commented that this (section 2.14) is something that is standard practice in subjective testing labs. and don’t think it is necessary to put in a special section for this topic as we already referred to the Handbook of STPP.
2.15 Procedure for aggregation of results across multiple tests
[TBD]
3 Annex A – Subjective test presentation sequence randomization

[TBD]
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5 Appendix A:  MATLAB code for modified specsubm.m
function [ss,po]=specsubm_mod(s,fs,p, s2)
%SPECSUBM performs speech enhancement using spectral subtraction [SS,PO]=(S,FS,P,S2)
%
% S is the input mixture, speech + noise
% S2 is the clean speech (modification of original SPECSUBM)
% FS is the sampling rate of S and S2
% P is the parameter vector with details noted below:
%
% implementation of spectral subtraction algorithm by R Martin (rather slow)
% algorithm parameters: t* in seconds, f* in Hz, k* dimensionless
% 1: tg = smoothing time constant for signal power estimate (0.04): high=reverberant, low=musical
% 2: ta = smoothing time constant for signal power estimate
%        used in noise estimation (0.1)
% 3: tw = fft window length (will be rounded up to 2^nw samples)
% 4: tm = length of minimum filter (1.5): high=slow response to noise increase, low=distortion
% 5: to = time constant for oversubtraction factor (0.08)
% 6: fo = oversubtraction corner frequency (800): high=distortion, low=musical
% 7: km = number of minimisation buffers to use (4): high=waste memory, low=noise modulation
% 8: ks = oversampling constant (4)
% 9: kn = noise estimate compensation (1.5)
% 10:kf = subtraction floor (0.02): high=noisy, low=musical 0.01 < sub
% floor < 0.05
% 11:ko = oversubtraction scale factor (4): high=distortion, low=musical
%
% Refs:
%    (a) R. Martin. Spectral subtraction based on minimum statistics. In Proc EUSIPCO, pages 1182-1185, Edinburgh, Sept 1994.
%    (b) R. Martin. Noise power spectral density estimation based on optimal smoothing and minimum statistics.
%        IEEE Trans. Speech and Audio Processing, 9(5):504-512, July 2001.
%
%      Copyright (C) Mike Brookes 2004
%      Version: $Id: specsubm.m,v 1.4 2007/05/04 07:01:39 dmb Exp $
%
%   VOICEBOX is a MATLAB toolbox for speech processing.
%   Home page: http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/voicebox.html
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%   This program is free software; you can redistribute it and/or modify
%   it under the terms of the GNU General Public License as published by
%   the Free Software Foundation; either version 2 of the License, or
%   (at your option) any later version.
%
%   This program is distributed in the hope that it will be useful,
%   but WITHOUT ANY WARRANTY; without even the implied warranty of
%   MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the
%   GNU General Public License for more details.
%
%   You can obtain a copy of the GNU General Public License from
%   http://www.gnu.org/copyleft/gpl.html or by writing to
%   Free Software Foundation, Inc.,675 Mass Ave, Cambridge, MA 02139, USA.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if nargin<3 | isempty(p), po=[0.04 0.1 0.032 1.5 0.08 400 4 4 1.5 0.02 4].'; else po=p; end
if nargin < 4
    s2 = s;
end
ns=length(s);
s2 = s2(1:ns);
ts=1/fs;
ss=zeros(ns,1);
ni=pow2(nextpow2(fs*po(3)/po(8))); % po(3): fft window length
ti=ni/fs;
nw=ni*po(8); % po(8): oversampling constant
nf=1+floor((ns-nw)/ni);
nm=ceil(fs*po(4)/(ni*po(7))); % po(4): length min filter, po(7) minBufferCount
%win=0.5*hamming(nw+1)/1.08;win(end)=[];
%win=sqrt(hamming(nw+1)); win(end)=[]; % for now always use sqrt hamming window
win=sqrt(hann(nw)); % for now always use sqrt hamming window
win=win/sqrt(sum(win(1:ni:nw).^2));       % normalize to give overall gain of 1
zg=exp(-ti/po(1)); % po(1) smoothing time constant
za=exp(-ti/po(2)); % po(2) smoothing time constant in noise estimate
zo=exp(-ti/po(5)); % po(5) time constant for oversubtraction factor 
px=zeros(1+nw/2,1);
pxs = px;
pxn=px;
os=px;
pn=px;
mb=ones(1+nw/2,po(7))*nw/2; % po(7) minBufferCount
im=0;
osf=po(11)*(1+(0:nw/2).'*fs/(nw*po(6))).^(-1); % po(6) oversubtraction corner frequency, po(11) oversubtraction scale factor
imidx=[13 21]';
x2im=zeros(length(imidx),nf);
osim=x2im;
pnim=x2im;
pxnim=x2im;
qim=x2im;
q = px;
for is=1:nf
   idx=(1:nw)+(is-1)*ni;
   x=rfft(s(idx).*win);
   xs=rfft(s2(idx).*win); 
   x2=x.*conj(x);
   xs2=xs.*conj(xs);
   pxn=za*pxn+(1-za)*x2; % signal power estimate
   im=rem(im+1,nm);
   if im % always if im ~= 0
      mb(:,1)=min(mb(:,1),pxn);
   else % only if im == 0 (add to MinBuffers)
      mb=[pxn,mb(:,1:po(7)-1)]; % po(7) minBufferCount
   end
   pn=po(9)*min(mb,[],2); % po(9) noise estimate compensation
   %os : oversubtraction factor
   os=zo*os+(1-zo)*(1+osf.*pn./(pn+pxn));
   px= zg*px+(1-zg)*x2;
   pxs= zg*pxs+(1-zg)*xs2;
   if any(x2 == 0) | any(pn < 0) | any(px == 0) | any(os.*pn < 0)
       q = 0;
   else
       q=max(po(10)*sqrt(pn), 1-sqrt(os.*pn./px)); % po(10) subtraction floor
%        q(1)=0; 
%         q=filter(1/3*[1 1 1],1,q);%q=filter(0.8,[1 -0.2],q);
%        q=filter(1/3*[1 1 1],1,q(end:-1:1));
%        q=q(end:-1:1);
%        q(1)=0;
%        plot(q);drawnow;
   end   
   %D = irfft(x.*q);
   D = irfft(xs.*abs(q));
%   Y= xs.*(1-sqrt(os.*pn./xs2));
%   Y(Y<sqrt(po(10)*pn))=sqrt(po(10)*pn);
%    D = irfft(Y);
   ss(idx)=ss(idx)+D.*win;   
end
ss = ss./max(ss)*0.9;
if nargout==0
   soundsc([s; ss],fs);
end
Parameters for derivation of the noise suppression levels in Table 1:

	NS Level
	tg
	ta
	tw
	tm
	to
	fo
	km
	ks
	kn
	kf
	ko
	SNR 

	4
	0.04
	0.1
	0.032
	1.6
	0.64
	400
	4
	4
	1.5
	0.02
	4
	12.0

	3
	0.04
	0.2
	0.032
	1.2
	0.64
	400
	4
	4
	1.5
	0.01
	4
	9.0

	2
	0.04
	0.8
	0.032
	0.8
	0.32
	400
	4
	4
	1.5
	0.01
	4
	6.0

	1
	0.08
	1.6
	0.032
	0.4
	0.16
	800
	4
	4
	2.0
	0.02
	4
	3.0


