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1 Introduction
The topic of QoS support for HTTP-based streaming and download (HSD) services has been an active area of discussion in SA4 for the past several meetings with liaison statements exchanged with other 3GPP WGs including SA2 and CT3, and an agreement reached in MBS SWG during SA4#65 on the future action items for further investigation (see Section 2 for further details). 
In this contribution, we provide further justification on the value of HSD service-awareness in delivering QoS toward optimally managing limited network resources, enhancing network capacity utilization and providing better quality of experience (QoE) to the end user. In particular, our focus here is on DASH services, where we provide the results of our initial simulation studies to shed more light on the benefits of MPD-awareness in QoS support (as opposed to no service awareness in delivering QoS to DASH service flows).
2 Background and Summary of Discussions & Agreements in SA4#64 and SA4#65
Due to its differences from traditional RTSP/RTP-based streaming services, it is important to ensure that the existing QoS delivery and service adaptation mechanisms in 3GPP can also support HTTP-based streaming and download (HSD) services (including DASH and HTTP-based progressive download). If necessary, new QoS delivery and service adaptation methods should be devised targeting specifically for HSD-based multimedia services over 3GPP radio access network (RAN) and core IP network architectures. 

A relevant service-aware QoS delivery framework developed by 3GPP is the policy and charging control (PCC) architecture and procedures [3]-[6], providing operators with a standardized mechanism for QoS and charging control applicable to both IMS and non-IMS based services. In this context, it is of interest to understand the implications of providing QoS for HSD services on the 3GPP PCC architecture and associated specifications. 
In SA4#64, discussions were held on some of the potential gaps in the current PCC architecture and procedures to enable QoS support for HSD services, which resulted in a liaison statement sent from SA4 to CT3 and SA2 on this matter. Prior to SA4#65, responses were received from these WGs, indicating that while no HSD-specific modifications to the PCC architecture defined in [3] are expected (SA2’s response), the AVP/QoS mapping procedures defined in [5] based on SDP information can be extended to also cover application-specific attributes for HSD services (CT3’s response). 
In SA4#65, further discussions were held on QoS support for HSD services and SA4 MBS SWG agreed on the following action items proposed by S4-110776 in order to further investigate this matter and provide any necessary modifications to 3GPP specifications:
1- Consider the creation of an informative Annex for TS 26.247 Release 10 specification, that provides mapping examples of the MPD attributes and elements to QoS parameters (e.g., bandwidth, minBufferTime, MPD@type, group, etc.) and possibly other service information such as the movie header in a 3GP file similar to the SDP mapping rule provided in Table J.1 of Annex J in TS 26.234 for RTSP-based streaming services. For provided example mappings, the assumptions leading to the mapping should be stated, e.g. no MPD updates that change minimum bandwidth, client buffer sizes, etc. 
2- Upon successful completion of the previous step (ideally by SA4#66), to send CT3 a reply LS (and cc SA2) requesting CT3 to make any necessary updates to TS 29.213 in order to provide support for the QoS mapping rules in the AF or PCRF by interpreting the HSD-specific application-layer information and deriving AVPs to be delivered over the Rx reference point and associated target IP/access network QoS parameters.

3- To continue the work on QoS in a study item for Release-11, for example to investigate inclusion of the client in the QoS provisioning for HTTP-based services, to extend the MPD to provide QoS specific information, etc..

3 Details on PCC Implications of HSD Services
Fig. 1 depicts an example PCC architecture delivering end-to-end QoS support for HSD services with the capability to interpret the media presentation description (MPD) in order to gain information on the application-layer parameters for HSD. In the current PCC architecture, the application function (AF) interacts with the applications requiring dynamic policy and charging control. Hence, in order to provide QoS for HSD services, the AF should extract session information from the MPD, map it into the appropriate AVPs, and provide the AVPs to the policy and charging rules function (PCRF) over the Rx reference point. The PCRF combines the HSD-related session information from the AVPs received over the Rx reference point and the input received from the Gx and Gxa/Gxc reference points with user-specific policies data from SPR to form session-level policy decisions and provides those to the PCEF and BBERF. According to the current HSD specification 3GPP TS 26.247, the key MPD attributes and elements to be used for deriving the AVP/QoS mapping rules may be retrieved by the operator network (e.g., server hosting the AF) by triggering of QoE reporting mechanisms from PSS clients supporting this feature. Other methods for gathering MPD attributes and elements in the AF server may also be utilized.
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1 ¢ This trace was obtained from trace.eas.asu.edu
2 # sequence: Sony (Demo)

3 # Resolution: 352x288

4 # Fps: 30

5 # Encoder: JsvM (9.15)

6 # Encoding type: Main (Level 1.3)

7 # Gop pattern: G16BL

4 # Quantization parameters (I,P,B): 24, 24, 26

S # Layer: 1

10 # other:

11 # Frame Time [s] Type Size [Byte] PSNR-Y [dB] PSNR-U [dB] PSNR-V [dB] VQM (if exists)
12 0 0 I 161 57.19508 51.79449 51.79449

13 2 0.06667 P 111 56.7441 51.79449 51.79449

14 1 0.03333 B 23 57.13335 51.79449 51.79449

15 4 0.13333 P 122 56.49282 51.79449 51.79449

16 3 0.1 B 22 57.12349 51.79449 51.79449

17 6 0.2 P 125 55.93396 51.79449 51.79449

18 5 0.16667 B 22 56.599 51.79449 51.79449





Fig. 1 – An example policy and charging control (PCC) architecture to deliver QoS for DASH services.

For IMS-based HSD services, the AF is hosted by P-CSCF, and hence any necessary AVP/QoS mapping rules based on HSD-specific application-layer attributes and elements should be enabled at the P-CSCF. In this case, session negotiation mechanisms via SIP/SDP are available through the use of HTTP/SIP adapter as specified in TS 26.237 [7], and further guidelines on deriving SDP parameters based on MPD attributes and elements are also provided in TS 26.237. Hence existing mapping rules in TS 29.213 for deriving AVP/QoS parameters based on the SDP would be applicable for IMS-based HSD services and would be performed by P-CSCF.

4 Simulation Methodology and Results
In this section, we now present our simulation methodology and results on the evaluation of end-to-end capacity and QoE over an LTE-based system-level simulation platform. We consider five VBR-encoded video clips (Sony, Citizen Kane, Die Hard, NBC News, Matrix Part1) with different bitrate requirements hosted at the HTTP server with multiple versions of each video clip available at different quality levels in the PSNR range of 26-39 dB. These video clips are based on video traces in [8], a snapshot is provided in Figure 2 below.
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Figure 2 – A snapshot of the Sony video trace

We assume the IMT-Advanced urban macro-cell (UMa) test environment with an ISD of 500 m, where each user in the LTE network randomly requests one of the five available video clips. Our parameter settings and assumptions on the LTE air interface are provided in Table 1 below. Our additional assumptions included the following: 1) For the link to system mapping, Mutual Information Effective SINR Metric (MIESM) is used, 2) AWGN PER versus SINR curve corresponding to that modulation, code rate are used to determine the probability of error, 3) CQI are delayed by 5ms, 4) HARQ retransmissions are delayed by 8 ms with a maximum of 4 retransmissions. 5) The base stations in all other cells generate interference patterns corresponding to a full buffer mode of operation. 6) 100,000 sub-frames were simulated to generate LTE link statistics, 7) Users were picked randomly from a user population of 684 dropped uniformly in the cell. 8) For each configuration,  statistics  were  collected  from  thirty  different  random  drops  of  users  in  the  network. 9) We consider packet fragmentation based on the maximum MTU size of 1500 bytes, and also incorporate HTTP/TCP/IP layer overheads in our analysis.
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Table 1 – LTE Air Interface configuration

Multiuser resource allocation over the OFDMA-based downlink LTE air interface is performed based on the well-known proportional fair scheduling principles. Only half of the available bandwidth of the 10 MHz LTE system is assumed to be reserved for the DASH-based video streaming service while the remaining half is assumed to be dedicated for other services, e.g., voice and data services. 
According to the DASH-based adaptive streaming framework, users may consume varying qualities of video based on the working of our assumed adaptation algorithm, which selects the optimal quality/bitrate representation among the available video clips based on monitoring of user experience via 3GPP-based QoE metrics. The QoE metric of interest for the analysis described here is the rebuffering percent, which is defined as the percentage of the total presentation time in which the user experiences re-buffering due to buffer starvation. In a 3GPP DASH-based implementation of QoE metrics in the client device, this metric can be computed via monitoring the buffer status and/or play list metrics. 

Our service capacity and end-to-end QoE evaluation is based on a new outage criterion for DASH services. For real-time and near-real time streaming, 3GPP TS 25.814 [9] considers a user to be in outage if more than 2% of the video frames are either lost  or delivered with a delay exceeding the de-jitter buffer delay.  The system is considered to be in outage if more than 2% of the users are in outage. In other words, 98th percentile of users should be experiencing no more than 2% frame loss percent. In an analogous fashion, we define the outage criterion for DASH-based streaming services based on the rebuffering percent metric such that 98th percentile of users should be in the rebuffering mode not more than 2% of their presentation time, i.e., target rebuffering percent is 2% or lower. Based on such definition, it is not the average behavior (e.g., average PSNR), but the outage behavior that matters when maximizing service capacity, requiring an evaluation of the CDF of rebuffering percent for different system loading conditions in terms of the number of users.
Our DASH-based adaptive streaming framework monitors the LTE link throughput and client buffer state and requests the video representations accordingly to realize the highest possible quality but also making sure to avoid playback buffer starvation. The DASH client starts playback with initial startup delay of one second. It requests the video at a higher fetch rate during the buffering mode (playback buffer under a specified threshold) while the fetch rate is lower during the streaming mode (playback buffer above the specified threshold). Encountering playback buffer starvation, the client enters rebuffering mode while stalling the playback. The playback resumes after 0.5 second if the playback buffer is non zero else the rebuffering mode continues for another 0.5 second and so on. 
Figures 3 and 4 below show the distribution of rebuffering percent across DASH users at varying system loads in terms of number of users and different QoS limitations enforced by the PCC policies, assuming that the MPD is accessible at the PCC level. In particular, Figure 3 addresses the setting in which no QoS limitations are enforced and hence the maximum accessible quality level (or maximum bitrate) of 37 dB PSNR is accessible by the DASH clients. For the setup Figure 4, due to higher number of DASH clients requesting service, the maximum accessible quality/bitrate level is set at 32 dB based on the inspection of the MPD and the consequent bitrate/resource allocation to enforce this policy across DASH clients is implemented. For reference, we also include in the plots the rebuffering percent distributions corresponding to fixed rate streaming (e.g., HTTP-based progressive download) at the corresponding target quality levels of 37 dB and 32 dB.  
From the results in Figures 3 and 4, it is clear that the limitation on the maximum quality/bitrate level accessible to DASH clients has significant implications on the system capacity in congested wireless network environments. In particular, when the maximum accessible quality/bitrate level is reduced from 37 dB to 32 dB, it is possible to serve significantly more users (40 -> 55) while still meeting the outage criteria in terms of the rebuffering percent requirements. Consequently, having access to the MPD and controlling the maximum bitrate delivered to the users accordingly allows for operating at the optimal capacity-quality tradeoff by adjusting the quality/bitrate levels of the accessible videos in a DASH service-aware fashion, while also accounting for the system loading conditions in terms of the number of users. While not addressed explicitly by these results, we believe that similar arguments may also be made for controlling guaranteed bitrate levels in an MPD-aware manner in order to optimize service capacity. 
This is an intuitively expected outcome, given the significantly varying link quality among the users in the LTE network, leading to significant link quality/throughput variations across users and consequently influencing the available quality/bitrate levels that they can request. In a service-unaware setting that does not coordinate the QoS and bitrate allocations in a DASH-specific manner, some lucky users may get significant throughput from the proportional fair scheduler allowing them to access higher representations at the cost of many users suffering from poor QoE during moments of low throughput caused by unfavorable link conditions.  In contrast, with MPD-aware QoS management and bitrate allocation, PCC policies can be established by inspection of the MPD and also recognizing the user demand for network resources in order to find the best possible compromise between high service capacity and high video quality toward delivering enhanced QoE to as many DASH clients as possible.
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Figure 3 - Distribution of rebuffering percent across the users with HTTP-based progressive download (fixed-rate streaming) and DASH / HAS-based adaptive streaming, with maximum quality level at 37 dB of PSNR.
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Figure 4 - Distribution of rebuffering percent across the users with HTTP-based progressive download (fixed-rate streaming) and DASH / HAS-based adaptive streaming, with maximum quality level at 32 dB of PSNR.
Just as a side note (not directly relevant for the purpose of this contribution), it is also noteworthy to mention that the QoE enhancement from adaptive streaming is also apparent from these results, e.g., from the plot in Figure 3, with fixed rate streaming over LTE at a target PSNR of 37 dB and only with 20 users in the system, the 95th percentile value of rebuffering percent is 5% whereas the corresponding value for an LTE system with DASH-based adaptive streaming and twice as load (i.e., with 40 users) is less than 1%. This demonstrates that DASH-based adaptive streaming reduces the occurrences of re-buffering events significantly in comparison with HTTP-based progressive download techniques, even under heavier system loading conditions.
5 Conclusions and Proposal
In this contribution, we shared our initial simulation results toward providing further justification on the value of MPD-awareness in delivering QoS toward optimally managing limited network resources, enhancing network capacity utilization and providing better QoE to the end user. Similar to the service-aware QoS management framework enabled for RTSP/RTP-based streaming services in TS 29.213, we demonstrated that MPD-aware service management techniques for DASH can allow for operating at the optimal capacity-quality tradeoff at any given time, toward efficiently distributing the limited bandwidth resources and delivering enhanced QoE to as many DASH clients as possible (with the rebuffering percent being our QoE metric of interest). We believe that MPD-awareness can be beneficial toward managing how much bandwidth should be allocated to the user at a minimum (based on lowest representations), and also maximum bandwidth that should be allocated (based on highest representations) and each of these quantities may be varied considering minimum service definitions, network loading conditions and capacity limitations.
When evaluating value of QoS and bandwidth allocation techniques for DASH, it is also important to agree on a performance metric indicating user QoE. In our view, looking at average metrics (e.g., average PSNR across the users) is not sufficient and it is more important to look at the outage region and QoE distribution, such that service experienced by the worst users can be captured and made to dictate the QoS/bandwidth management decisions. This is also consistent for the previous approaches in 3GPP to quantify the service capacity for near real-time streaming services [9]. In this context. this contribution introduced a notion of service capacity subject to outage constraints focusing on the distribution of QoE metrics.
Finally, it is also proposed that SA4 continues to investigate the QoS support and PCC implications of DASH services, in line with the action items agreed during SA4#65 (also reviewed in Section 2).
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