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1. Scope
One of the intents in the Work Item for the Mobile 3D Video Coding TR is to carry out subjective performance evaluation for the identified use cases. While subjective testing is appropriate to respond to many of the identified questions, we think the subjective tests should be complemented with selected objective measurements. In this document we discuss the objective measurements that could be performed to quantify the differences between frame-compatible H.264/AVC coding and H.264/MVC coding for the use cases of the draft Mobile 3D Video Coding TR. It is proposed the Video SWG selects some or all of the proposed measurements to be performed for the TR.
In summary, the following measurements were identified in this contribution:

1. Compression efficiency in stereoscopic 3D video coding

2. Storage space use for streaming servers when supporting heterogeneous devices (2D and 3D)
3. Over-the-air MBMS bitrate for supporting heterogeneous devices (2D and 3D)
4. Caching efficiency in DASH

5. Interruption durations during DASH and/or PSS
2. Proposal

2.1. Measurements applicable for all use cases

When encoding stereoscopic 3D content, the two coding approaches (frame-packed H.264/AVC and H.264/MVC) may have different compression efficiency mainly due to the possibility of using inter-view prediction in H.264/MVC. The compression efficiency difference of stereoscopic 3D coding may be quantified for example using the well-known Bjontegaard delta PSNR and bitrate metrics.

2.2. Measurements specific to the PSS- and MBMS-based services

If frame-packed coded video is used to provide stereoscopic 3D content, another bitstream has to be created to contain only one view to support consumption of the content in legacy 2D-capable devices. If H.264/MVC is used to provide stereoscopic 3D content, the support for legacy 2D-capable devices can be arranged by providing them only the base view of H.264/MVC bitstreams. This technical difference between frame-compatible H.264/AVC and H.264/MVC can be quantified in different services as follows:

· In RTP/RTSP-based PSS, it is believed that the difference between the coding solutions materializes mainly in different need for the storage space in streaming servers.

· In MBMS, the difference between the coding solutions materializes in the broadcast mode or in the multicast mode when there are subscribers for both 2D and stereoscopic 3D content. Then, when frame-packed H.264/AVC is used, both the single-view H.264/AVC bitstream and the frame-packed stereoscopic H.264/AVC bitstream have to be conveyed to UEs. When H.264/MVC is used in MBMS streaming delivery, one RTP session can convey the base view, which both the legacy 2D devices and stereoscopic 3D devices can receive. In addition, the 3D devices will receive another RTP session containing the non-base view. Similarly, for MBMS download delivery, the base view bitstream can be encapsulated as one 3GP file, and the coded non-base view can be encapsulated into another 3GP file that includes by reference (using the data reference mechanism of extractor NAL units) the base view data from the first 3GP file. Consequently, using the frame-packed H.264/AVC approach comes with the bitrate cost of transmitting two bitstreams, whereas a single bitstream is sufficient when H.264/MVC is used.
· In DASH, as both the 2D legacy devices and 3D stereoscopic devices access the Representation containing the base view, the cache hit rate for that Representation exceeds that of the frame-packed H.264/AVC case. The caching efficiency difference between the coding approaches can be measured for example as presented in [1].
2.3. Measurements specific to rate adaptation

It is believed that a major difference between frame-compatible H.264/AVC and H.264/MVC for rate adaptation may arise from the possibility of applying robust scheduling for H.264/MVC. 
Robust packet scheduling techniques are applicable for unicast streaming (PSS, DASH) where clients buffer data before the start of media playback. The techniques can be applied for minimizing the impact of abrupt network throughput changes, such as cell handovers. The idea of robust packet scheduling is to transmit a basic representation, such as the lowest temporal level(s), the base layer of scalably coded video, or the base view of multiview video, earlier than the respective enhancement data. Consequently, any temporary decrease in the network throughput might cause the least important data to arrive too late for decoding while sufficient amount of the most important data would be buffered in the receiver to compensate for the throughput drop. Moreover, if a piece of the most important data is lost during transmission, it is more likely that the piece could be retransmitted and received before its scheduled decoding or playback time compared to the least important data.
Reports of robust packet scheduling applied for H.264/AVC temporal scalability in PSS is available in [2] and SVC for RTP- and HTTP-based streaming in [3]. The potential benefit of using H.264/MVC over frame-compatible H.264/AVC could be measured similarly to these papers through the duration of interruption periods.
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