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1 Introduction
During SA4#60 to SA4#62, several use cases for Rel-10 DASH had been agreed and documented in the latest version 0.5 of “HTTP-based Streaming and Download Services - Use cases, requirements and working assumptions: Permanent Document” available in S4-110174.

This document specifically deals with the use cases in section 8 on QoE Reporting.

The agreements during SA4#62

· Protocols and formats
· Some stage-2 basic metrics 
This document provides further input for this work. Specifically, it revisits the Quality Metrics in MPEG DASH and provides an initial set of proposals for defining the agreed metrics in S4-110174. 
2 Quality Metrics in MPEG DASH
2.1 
Introduction

MPEG DASH defines Quality Metrics in Annex D of 23001-6. The specification focuses on the definition of observation points and observed events. Derived metrics or any protocols or formats to deliver the metrics are not in scope of the MPEG DASH specification.
2.2 
DASH-QM client reference model

The DASH-QM client reference model is depicted in highlighting so-called observation points (OPs) as defined in 2.3. 
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Figure E.1 — DASH-QM client reference model
The DASH access client as defined in 4.2 in this part of ISO/IEC 23001, issues HTTP requests (for DASH data structures), and receives HTTP request responses (containing DASH data structures). Data structures may typically be PDs, segments or partial segments. This input/output interface from the network towards the DASH client is referred to as observation point 1 (OP1).

Furthermore, the DASH client delivers encoded media samples to the DASH-enabled application for further processing and may receive also commands from it. This input/output interface of the DASH client towards the DASH-enabled application is referred to as observation point 2 (OP2).

EXAMPLE
Further processing may include de-multiplexing (of audio/video) and/or decoding potentially involving several buffers.

Finally, the DASH-enabled application delivers decoded media samples to the media output, which displays the media to the user. This output interface towards the user is referred to as observation point 3 (OP3).

2.3 
Definition of observation points

Introduction

This Clause defines the observation points as depicted in Figure E.1.

Observation point 1

The observation point 1 (OP1) is defined as:

· a set of TCP connections each defined by its destination IP address, initiation, connect and close times;

· a sequence of transmitted HTTP requests, each defined by its transmission time, contents, and the TCP connection on which it is sent; and

· for each HTTP response, the reception time and contents of the response header and the reception time of each byte of the response body.

NOTE
The contents of the response body is fully defined by the contents of the request and response headers. 

Observation point 2

The observation point 2 (OP2) consists of encoded media samples. Each encoded media sample is defined as:

· media type;

· decoding time;

· presentation time;

· the @id of the Representation from which the sample is taken; and

· the delivery time.

Observation point 3

The observation point 3 (OP3) consists of decoded media samples. Each decoded media sample is defined as:

· the media type;

· the presentation timestamp of the sample (media time);

· the actual presentation time of the sample (real time); and

· the @id of the Representation from which the sample is taken (the highest dependency level if the sample was constructed from multiple Representations).

2.4 
Semantics of the quality metrics

Introduction

This Clause defines the semantics of the quality metrics at each observation point. The semantics are defined using an abstract syntax, which can be easily mapped to the concrete syntax depending on the application-specific needs (e.g., XML, JSON, Common Log format). Items in this abstract syntax have one of the following primitive types (Integer, Real, Boolean, Enum, String) or one of the following compound types:

· Objects: an unordered sequence of (key, value) pairs, where the key always has string type and is unique within the sequence.

· List: a ordered list of items.

· Set: an unordered set of items.

Additionally, there are two kinds of timestamp defined, i.e., real time (wall-clock time) and media time.

Observation point 1 (OP1)

General metrics

For each TCP connection:

	Key
	Type
	Description

	dest
	String
	IP Address of the destination.

	topen
	Real Time
	The time at which the connection was opened (sending time of the initial SYN).

	tclose
	Real Time
	The time at which the connection was closed (sending or reception time of FIN or RST).

	tconnect
	Integer
	Connect time in ms (time from sending the initial SYN to receiving the ACK).

	id
	Integer
	An identifier for the connection which is unique during the lifetime of the connection.


For each HTTP request and, thus, also TCP connection:

	Key
	Type
	Description

	tcpid
	Integer
	Identifier of the TCP connection on which the HTTP request was sent.

	url
	String
	The URL requested.

	range
	String
	The contents of the HTTP Range header.

	trequest
	Real Time
	The real time at which the request was sent.

	tresponse
	Real Time
	The real time at which the first byte of the response was received.

	responsecode
	Integer
	The HTTP response code.

	interval
	Integer
	The duration of the throughput trace intervals (ms).

	trace
	List
	Throughput trace.

	
	entry
	Objects
	A single throughput measurement entry.

	
	
	s
	Real Time
	Measurement period start.

	
	
	d
	Integer
	Measurement period duration (ms).

	
	
	b
	List
	List of integers counting the bytes received in each trace interval within the measurement period.


The periods reported in tpentry should be those periods where the client was actively reading from the TCP connections (i.e., they should not include periods where the TCP connection is idle due to zero receive window).

Derived metrics

Furthermore, the following DASH QM-related metrics may be derived from the information described in 0:

	Key
	Type
	Description

	atdtrace
	List
	Arrival time deviation trace.

	
	entry
	Objects
	A single arrival time deviation measurement entry.

	
	
	t
	Real Time
	Measurement time.

	
	
	rep
	String
	Representation id at measurement time.

	
	
	id
	Integer
	Segment id at measurement time.

	
	
	byte
	Integer
	Byte offset of byte chosen for this measurement entry

	
	
	m
	Float
	The time (i.e., delta) between the data arrival time required for maintaining constant buffer size at the client and the actual arrival time of a byte which is denoted as atd_m and defined in Equation ( 1 ). tresi corresponds to the arrival time of the ith byte, and tx describes the presentation time of the sample containing byte x.
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( 1 )

NOTE 1
This metric can be calculated for any byte to the granularity of tpinterval from tptrace. The value may be reported, for example, for the first byte of each HTTP request.
NOTE 2
It can be considered something like the network jitter (or delay variation) but at the level of the DASH layer.

	
	
	

	tpvartrace
	List
	Throughput variation trace.

	
	count
	Integer
	The throughput measurement interval in units of tpinterval

	
	entry
	Objects
	A single throughput variation measurement entry.

	
	
	s
	Real Time
	Measurement period start.

	
	
	d
	Integer
	Measurement period duration (ms).

	
	
	a
	Float
	The average throughput during the measurement period in bits/s.

	
	
	v
	Float
	The variance of the throughput values for every contiguous group of count measurement intervals in (bits/s)2


Observation point 2 (OP2)

Encoded Samples are typically stored in a media buffer to compensate jitter in the delivery variable bitrate coding, and composition offsets. Underruns in the encoded sample buffer typically result in display problems. Suitable reporting at OP2 describes each event for which data is written in the encoded sample buffer.

	Key
	Type
	Description

	start
	Real Time
	Timestamp of the action.

	periodid
	Integer
	The id of the period from which the bytes are taken.

	representationid
	Integer
	The id of the representation from which the bytes are taken.

	segmentindex
	Integer
	The index of the segment from which the bytes are taken.

	byteindex
	Integer
	Index for the first requested byte in the segment.

	size
	Integer
	Size of continuous bytes written for this action.

	buffersize
	Integer
	The number of bytes in the buffer after the new bytes were written.


Observation point 3 (OP3)

Decoded samples are generally rendered in presentation time sequence, each at or close to its specified presentation time. A compact representation of the information flow at OP3 can thus be constructed from a list of time periods during which samples of a single representation were continuously delivered, such that each was presented at its specified presentation time to some specific level of accuracy (e.g., +/-10ms).

Such a sequence of periods of continuous delivery is started by a user action that requests playout to begin at a specified media time (this could be a “play”, “seek” or “resume” action) and continues until playout stops either due to a user action, the end of the content, or a permanent failure.

	Key
	Type
	Description

	start
	Real Time
	Timestamp of the user action which triggered playout.

	mstart
	Media Time
	The presentation time at which playout was requested by the user action.

	stopreason
	Enum
	Reason for stopping:

· User Request

· End of Content

· Failure. 

	trace
	List
	List of periods of continuous rendering of decoded samples.

	
	traceentry
	Objects
	Single entry in the list.

	
	
	representationid
	String
	The id of the representation from which the samples were taken.

	
	
	start
	Real Time
	The time at which the first sample was rendered.

	
	
	mstart
	Media Time
	The presentation time of the first sample rendered.

	
	
	duration
	Integer
	The duration of the continuously presented samples (which is the same in real time and media time). “Continuously presented” means that the media clock continued to advance at the playout speed throughout the interval.


The above captures a complete record of what the user saw from one user action to the next, assuming only that each sample that was received was correctly rendered.
3 Relevance for 3GPP DASH
3.1 Introduction

It is considered important that the solutions developed by MPEG and 3GPP for QoE Metrics and QoE Reporting are not conflicting and are aligned. Therefore, the decisions and requirements should be cross-checked.
The logical way forward is that 3GPP defines derived metrics based on the MPEG DASH quality metrics. 3GPP should also define formats and protocols to deliver the metrics.

Any metrics that cannot be derived from the above logging process should not be included in 3GPP QoE metrics.
The remainder of this section deals with specification of different metrics as initially defined in S4-110174, section 8.4. 
3.2 MPD Fetch Time
The report includes a list of events.

The event is observed in case an HTTP GET request is issued to an MPD. 

Only request responses with 200 OK shall be taken into account.

Each event shall contain the following information
· http.url

· http.trequest
· http.tresponse - http.trequest
· http.responsecode
The details of the reporting format is ffs.
Open Issues: How do we measure the reception of the last byte based on MPEG metrics?

3.3 Initialisation Segment Fetch Time

The report includes a list of events.

The event is observed in case an HTTP GET request is issued to an Initialisation Segment. In case media segments are self-initialising, then this metric shall not be reported. 

Only request responses with 200 OK shall be taken into account.

Each event shall contain the following information

· http.url

· http.trequest
· http.tresponse - http.trequest
· http.responsecode
The details of the reporting format is ffs.

Open Issues: How do we measure the reception of the last byte based on MPEG metrics?
3.4 Representation Switch Event

The report includes a list of events.

The event is observed in the following case:

· On OP2, data is observed with a different representationid, but with the same periodid and same group number.
The following information is reported for each such event
· http.trequest at which that data containing the new representationid, 
· http.url 

· old representationid
The details of the reporting format is ffs.

Open Issues: Where is the group number?
3.5 Representation Switch Duration

This metric is not well-defined and not justifiable. Hence this should not be included in the reporting.

3.6 Average Throughput

The report includes an average. The average is measured over all trace entries from the http logging from above.
	trace
	List
	Throughput trace.

	
	entry
	Objects
	A single throughput measurement entry.

	
	
	s
	Real Time
	Measurement period start.

	
	
	d
	Integer
	Measurement period duration (ms).

	
	
	b
	List
	List of integers counting the bytes received in each trace interval within the measurement period.


3.7 Inactivity Time

The report includes a list of events. The average is measured over all trace entries from the http logging from above.

Specifically, it logs all times, for which no trace entry is available.

More detailed definitions will be added, once agreed on the principle.
3.8 Resource not accessible

The report includes a list of events.

The event is observed in case an HTTP GET request or partial GET request is issued to any MPD with a response with error code 4xx or 5xx.
Each event shall contain the following information

· http.url

· http.trequest
· http.range
· http.responsecode
The details of the reporting format is ffs.
3.9 Buffer Level

The report includes a list of observations. The sampling of the buffer state depends on a sampling frequency parameter defined in the report request.
Each report shall include the following information

· op2.start at the time of the last written report
· op2.buffersize at the time of the last written report
Generally, the usefulness of the metric is not clear and we propose to not include it.
3.10 Rebuffering Event

The report includes a list of events.

The event may be observed on different OPs, but the most useful in the context of the DASH scope is OP2 as OP2 is under control of the DASH access client.
The event is detected if the buffer gets empty or below a threshold tbd. It should also provide the time when this event happened and the duration. The MPEG observation points cannot be fully mapped as the draining of the buffer from the media engine side is not logged, only at OP2 the writing of data is logged.
Questions: 
· Is it per media component? Also question to raise to MPEG

· Why has OP3 been removed?
Alternatively, one may use the OP4 and using the trace entry.
3.11 Segment Fetch Time

We believe that this metric needs further thoughts. It may be preferable to identify subsegment fetch times. This would measure the time when the first request to the subsegment was issued until the last by of this subsegment is received. However, it is not clear what happens if:

· the client decides to not complete downloading the subsegment

· what is the exact relevance of this metric and how can it be used

3.12 Initial Play-out
This is an event that measures the difference between the HTTP request to the MPD was issued and the first media sample is rendered. OP1 and OP4 measures can be used.

Questions:

· Is it ok to render only one media type?
3.13 Audio and Video Events

It is believed that those metrics are not relevant to be added. The server has sufficient information based on the report and the MPD. It is rather preferable to send the MPD with the report in this case.
4 Proposal

In particular we propose to

· Take into account the work of MPEG DASH Quality metrics work and use it as a basis for metric computation in 3GPP.

· Only include clearly defined and understandable metrics in an updated version of TS26.247
· Collaborate with MPEG on the improvements of the Quality Metrics to serve the 3GPP requirements for QoE reporting.
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