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1 Introduction
This document discusses the recovery of correct timing when switching representations in Adaptive HTTP Streaming. Accurate timing recovery and switch point identification has become somewhat convoluted and in certain cases some additional (currently unspecified) restrictions must be placed on the arrangement of media within Segments in order for accurate timing recovery and switch point identification to be possible.

As a conclusion, the time alignment in 3GPP Adaptive HTTP Streaming must be fixed in Release-9. There exist two options, one more complex requiring restrictions and complex client implementations or a simple (one word) change that could be made to the definition of the Track Fragment Adjustment box that would greatly simplify the timing calculations. 

After discussing the problem and deciding for one of the two options, we will provide an update to CRs in S4-100403 and/or S4-100404 during this meeting.

2 Background Information

We first review a number of features of the current Adaptive HTTP Streaming specification which must be considered when recovering timing and identifying switch points:

2.1 Timing in ISO Base Media File Format

Timing within the ISO Base Media File Format is based primarily on a decode timeline for each track. Decode times for samples are specified in terms of the differences between decode times of adjacent samples: there are no absolute decode times specified. The decode time of the first sample of a track is zero.

Composition times for samples are explicitly specified in terms of an offset from the decode time for a sample. The composition timeline of each track is mapped to a common presentation timeline for the file by the use of Edit-list boxes – or if no Edit-list box is present for a track there is a 1-1 mapping. In the following we call the composition timeline before the Edit Box is applied the Track Composition Time and after the Edit Box is applied the Representation Composition Time as the use of the Edit Box is per Representation with the use of the Initialisation Segment. 
The Track or Representation Composition Time of the first rendered sample of a track is not necessarily zero – and is often non-zero for video. In particular if the video contains forward references the composition time of the first sample may be non-zero as shown in the following example taken from ISO/IEC 14496-12, Section 8.6.1.1, Table 2:
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The Track Composition Time (CT) of the first media sample may also be non-zero because composition offsets have been applied to ensure correct audio/video alignment, although it may be more usual to use an Edit box to achieve this.

2.2 Timing in Representations in Adaptive HTTP Streaming
The Adaptive HTTP Streaming specification ensures that the concatenation of all the Segments of a Representation form a compliant 3GPP file. We can assume, therefore that timing is continuous from Segment to Segment just as it would be if the segments were concatenated into a single file.
This would suggest that the decode time of the first sample of the second and subsequent segments is non-zero, but it is important to note that this value is only included in the segment if the Segment Index Box is present. If the Segment Index Box is absent the absolute decode time of the first sample can be known only if the previous Segment of that representation has been received.

TS26.234, Section 12.2.1 states “The timeline in each Period is common to all representations.” This could be open to a number of interpretations, but we suggest that the most obvious is that the Representation Composition Times are aligned across Representations. We therefore refer to the Global Presentation Timeline as the common timeline,

2.3 Segment Timing in Adaptive HTTP Streaming

The Media Presentation Description specifies only approximate start times for each segment. The start time is provided as description such that the segment is downloaded at appropriate time. However, the actual start time (i.e. the presentation time mapped to the Global Presentation Timeline) of a segment may differ from this. No required accuracy is specified except that the accuracy may not decrease over time (i.e. there must be no drift). This arrangement is valuable because it recognises that the suitable boundary points in different tracks may not be aligned. It allows the exact positions of segment boundaries to be based on the underlying media structure (e.g. at Random Access Points and/or such that there are no dependencies across Segment boundaries.) without placing restrictions on media encoding.

Segment boundaries specified in the MPD may not be aligned among representations. This is also valuable since it allows segment durations to be different for different Representations so that, for example, Segment sizes (in bytes) are kept roughly the same.

Note that even if all segments have the same duration in the Media Presentation Description, the actual segment boundaries may be different between representations for the reasons above.

When Segment boundaries are not aligned, then the composition timelines of Segments downloaded from different Representations may overlap or there may be a gap. Even when composition timelines of Segments do not overlap, decode timelines MAY overlap. This is because whilst the decode time of the first decoded frame is zero, the composition time of the first rendered frame may be non-zero.

2.4 Track Fragment Adjustment

Track Fragment Adjustment Boxes are provided to allow the composition timelines of multiple tracks in a Segment to be aligned at any given fragment without knowledge of earlier fragments. This is a similar function to Edit Boxes (and uses a similar syntax) except that portions of the composition timeline marked as empty in a Track Fragment Adjustment Box may in fact be occupied by media from the preceding Fragment.

The Track Fragment Adjustment Box is required only to provide a mapping that ensures correct relative alignment of tracks within a Fragment, not absolute alignment to the Global Presentation Timeline. Let us refer to the composition timeline obtained by applying the Track Fragment Adjustment Box at a given Fragment as the Local Composition Timeline. It is common across the tracks of one Representation, but not between different Representations. 

This enables correct synchronization after seeking of tracks within one Representation, but it does not enable synchronization of multiple Representations, either when there are partial Representations or when switching Representations.

3 Terminology

Based on the above we will use the following terminology and symbolic representations:

Decode Delta (D(): The decode delta of a sample, i.e. the difference between the decode time of this sample and the decode time of the next sample.
Decode Time (DT): The decode time of a sample relative to the first sample of the Representation in the same track (i.e. the first sample of the first segment of the representation has decode time zero). This is scoped by the specific track in which the sample occurs (‘T’ in DT is for Track).

Local Decode Time (DL): The decode time of a sample relative to the start of a Track Fragment (i.e. the first sample of the fragment has local decode time zero). This is scoped by the specific track in which the sample occurs.

Track Composition Time (CT): The Composition Time of a sample is obtained by adding the Composition Offset (Coff) to its Decode Time (DT). i.e. CT = DT + Coff. This is scoped by the specific track in which the sample occurs.

Local Composition Time (CL): The Composition Time of a sample obtained by adding the Composition Offset (Coff) to its Local Decode Time (DL). i.e. CL = DL + Coff. This is scoped by the specific track in which the sample occurs.

Representation Composition Time (CR): The Composition Time of a sample obtained by applying the Edit List, if any, to the Track Composition Time (CT). We write E(() for the operation of applying the Edit List, so we have CR =E(CT). It is a requirement of Adaptive HTTP Streaming that the Representation Composition Times of samples from all tracks share a common timeline, meaning specifically that the Representation Composition Time of the first video sample of every representation containing video is the same
.

Local Representation Composition Time (CRL): The Composition Time of a sample obtained by applying a Edit List and the Track Fragment Adjustment Box to a Local Composition Time. We write EL(() for the operation of applying the Track Fragment Adjustment Box (‘L’ for Local because the Track Fragment Adjustment Box is like a ‘local’ Edit List). So, we have CRL =EL(CL). We assume here that applying the Track Fragment Adjustment Box alone is sufficient to obtain alignment – since this is what the specification seems to imply: i.e. the Edit List for the track is not also applied. This needs to be confirmed and clarified.
Global Presentation Time (CG): A common composition timeline across all representations. We require that Representation Composition Time for each Representation is aligned with the Global Composition Time for Adaptive HTTP Streaming.

We refer to a time associated with a specific sample as, for example, D(n) where n is the index of the sample, the first sample having index 0 etc.

4 Computation of Global Presentation Time

4.1 Combined representations without Segment Index Boxes

Based on the above, we derive the following procedure for computing the Global Presentation Times of the samples of a Track Fragment, in the case that the Segment Index is not present.

Given a Track Fragment:

1. Compute the Local Decode Times DL(n) of the sample of the Track Fragment as the sum of the Decode Deltas of all contiguous samples preceding the Track Fragment which are available. i.e. let m be such that samples m, …, n are available and either m=0 or sample m-1 is not available. Then DL(n) = sum{ D((i): i=m,…n-1 }.

2. Compute the Local Composition Times for each sample by applying the Composition Offsets specified in the Track Fragment header: CL(n) = DL(n) + Coff(n).

3. If m=0, then the times calculated are actually Representation Times, i.e. CR(n) = CL(n). The Global Presentation Time is given by applying the Track Edit List: CG=E(CR(n)).

4. Otherwise, if m(0, then apply the appropriate Track Fragment Adjustment Box to obtain the Local Representation Composition Time: CRL=EL(CL(n)).

We note a number of issues with this process:

· If m(0, then the resulting Local Representation Composition Times are relative to this actual starting point (sample m), not to the Global Presentation Timeline of the Period, and therefore cannot be used for positioning the samples relative to other representations (i.e. switching).

· The composition times specified in the media_time field of a Track Fragment Adjustment box should be relative to the Local Representation Time of the Track Fragment with which the Track Fragment Adjustment Box is associated. i.e. media_time = 0 would refer to the first sample of the Track Fragment provided that sample had Composition Offset zero (as opposed to the first sample of the Track) - this should be clarified.
· Without the Segment Index Box one does not know where the fragments are within a Segment and the HTTP streaming client basically has to work with whole Segments and can switch only at Segment boundaries. 
4.2 Combined representations with Segment Index Boxes

If a Segment Index Box is present, then the following modified procedure can be followed:

Given a Track Fragment:

1. Compute the Decode Time DT(n) of the first sample of the Track Fragment as follows:

a. If all preceding samples of the Segment are available then

i. Let m be the index of the first sample of the Segment and then DT(n) = decoding_timeT + sum{ D((i): i=m,…n-1 }, where decoding_timeT is the decoding time for the track specified in the first loop of the Segment Index Box.

b. Otherwise, at least all preceding samples of the Subsegment must be available. Then

i. Calculate the Decode Time of the first reference track sample of the subsegment containing the Track Fragment as DTref = decoding_timeref + sum{ subsegment_duration(j): j is a subsegment preceding the current subsegment }, where:

· decoding_timeref is the decoding time of the reference track specified in the first loop of the Segment Index and

· subsegment_duration(j) is the subsegment duration for subsegment j specified in the second loop of the Segment Index (which is specified in terms of decoding time of the reference track).

If the Track Fragment of interest is from the reference track, then this is the required Decode Time DT(n) = DTref. Otherwise the Track Fragment is from a different track and the following steps must be followed:

ii. The Global Presentation Time of this reference track sample is given by CRref =Eref(DTref + Coffref), where Coffref is the composition offset of this sample.

iii. The Local Representation Composition Time of this reference track sample is given by CRLref =ELref(Coffref) (i.e. assuming that its Local Decode Time is zero.)

iv. The Local Representation Composition Time of the first sample of the of the Track Fragment of interest: CRL =EL(Coff)

v. The Composition Delta of these two samples is Tdelta = CRL - CRLref. We calculate this because this delta must be the same in any timeline and so we can now work from the known decode timeline of the reference track to that of the track of interest.

vi. Calculate the Global Presentation Composition Time of the first sample of the Track Fragment as CR = CRref + Tdelta
vii. Compute the Decode Time of this sample as DT = E-1(CR) - Coff,, where E-1 refers to the inverse operation of applying the Edit List.

Putting the above elements together into one step, we have:

DT = E-1(Eref(DTref + Coffref) + EL(Coff) - ELref(Coffref)) - Coff,,

2. Compute the Decode Times for each sample of the Track Fragment by summing the Decode Deltas of the preceding samples in the Track Fragment and the Decode Time of the first sample.
3. Compute the Composition Times for each sample by applying the Composition Offsets specified in the Track Fragment header.
4. If an Edit List is present in the “moov” box for the representation, apply this to adjust the Composition Time of each sample.
Step (1b) is rather complex and this was probably not intentional – however since Decode Times are specified only for the reference track in the second loop of the Segment Index, we need to work via the reference track to obtain decode times for the other tracks. The only information available which connects the tracks at this point is the Track Fragment Adjustment Box.

4.3 Separate Representations without Segment Index Boxes
In the case that different media are in different representations then there is no mechanism (without Segment Index Boxes) to ensure alignment amongst multiple tracks, which should be played together, unless they are all played from the beginning. (The Track Fragment Alignment Box provides only relative alignment between tracks of the same representation.)

4.4 Separate Representations with Segment Index Boxes

In this case the situation is much simpler, because the single track in a representation is always the reference track and so the steps (b)(iii) to (b)(vii) are never required.

5 Conclusions for existing specification

5.1 Presentations without Segment Index Boxes

From the above description it is clear that accurate switching between representations is not in general possible without the Segment Index Box.

We propose that in the absence of the Segment Index Box then Presentations containing more than one representation must meet additional strict conditions that enable accurate switching between representations.

Specifically, we must require strict alignment between Segments of different representations, in the sense that the Representation Composition Time of the first sample of the video track in each Segment MUST be the same across all representations. We propose that the existing segmentAlignmentFlag be clarified such that it implies this strict alignment.

Additionally, Track Fragment Adjustment Boxes must be mandatory, to achieve accurate alignment of the other tracks, for which the above restriction is inappropriate, since they may contain different content (languages). We propose that the Track Fragment Adjustment Box is mandatory in every Fragment if there is more than one Representation.

In the case of separate Representations the restriction would need to be even stricter, extending to all tracks not just video. This places restrictions on encoding to ensure alignment of sample composition times. These may be particularly strange in the case of text, for example (i.e. to require that subtitles in all languages have exactly aligned composition times at Segment boundaries).

5.2 Presentations with Segment Index Boxes

From the above, it is clear that accurate switching between combined representations is possible only if Track Fragment Adjustment Boxes are provided in addition to Segment Index Boxes. We propose that Track Fragment Adjustment Boxes must be present whenever Segment Index Boxes are present for combined representations.

For separate Representations no additional specification is required.

6 Alternative for simplification

The procedures above would be greatly simplified and harmonized across cases if the Track Fragment Adjustment boxes were required to provide correct absolute alignment of tracks rather than simply relative alignment. This would imply that the Composition Time calculated by applying the Track Fragment Adjustment Box would align exactly with the Representation Composition Times that would be calculated when playing the track from the beginning of the representation and applying the Edit List.

This would permit accurate switching between representations and synchronization of partial representations at any time, based only on the Track Fragment Adjustment Box.

7 Proposal

The time alignment in 3GPP Adaptive HTTP Streaming must be fixed in Release-9. There exist two options, namely:

1. To clarify and mandate certain boxes and timing restrictions as described in clause 5.

2. To implement the simplification according to clause 6 to change that the Track Fragment Adjustment boxes are required to provide correct absolute alignment and mandate the Track Fragment Adjustment boxes.

We have a strong preference for option 2, as we fear that the complexity as discussed in clause 4 and 5 will hinder the implementation and deployment of the specification.

Once decided we will provide the appropriate CR text and include it in updates to S4-100403 and/or S4-100404.
� As an aside, this may not be strictly true of other media types since, unlike video, they do not necessarily represent exactly the same media content: audio and text tracks may be in different languages. Conceivably even the first video frames in different representations may have different compositions times if different frame rates are used.
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