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1 Introduction

The QoE reporting functionality can be used by operators to measure the end quality of PSS streaming services. However, it is also possible to make similar content available without using a PSS-capable server, and instead just store the content on an ordinary HTTP server. Such content are often coded in a way which makes it possible to start the playout after an initial buffering period, i.e. to use progressive download.

From an end user perspective the difference between watching a video over PSS or over HTTP is small. Both cases include an initial buffering period, and might also have additional rebufferings if needed due to bandwidth restrictions. It would therefore be natural to expand the concept of QoE reporting to also cover HTTP streaming, as this would enable the operator to assess the quality in a similar way for both cases.
2 Differences between PSS and HTTP Streaming
Even though the user perspective is similar, there are some differences due to different protocols used and the loser coupling between media delivery and media consumption. The main differences are listed below, together with their impact on the QoE concept.
2.1 Server capabilities
In HTTP streaming it is likely that the HTTP server has no specific streaming knowledge, it might be a standard HTTP server. As such it will not be aware of the possibilities of QoE reporting, and it might not even know (or care) if it is serving a media file or only a simple webpage. Thus any QoE implementation should be done completely on the client side.

For instance, by using the newly introduced OMA-DM-based default QoE configuration, the client can be configured to send QoE reports. The reports can then be sent as XML data to the configured HTTP QoE server, whenever the client uses progressive download to view real-time content. QoE reports should probably not be sent for non-real-time content or download-file-and-view-later cases.
2.2 Guaranteed delivery
For HTTP streaming the TCP protocol will guarantee full in-order delivery of every packet, so only a subset of the existing PSS QoE metrics are needed. For instance, the packet loss metric and the corruption duration metrics are not relevant, while codec-related metrics and buffering metrics are still highly relevant.
2.3 Maximum bitrate and buffer size
In the PSS case the server will normally try to keep a steady flow of the stream, basically matching the playout speed. The maximum bitrate might also be restricted due to the allocation of matching radio bearers. This means that the amount of data buffered in the client is usually kept at a relatively constant level, more or less equal to the initial buffering time. If the available bandwidth is shaky several rebufferings might thus be necessary during the playout .

For HTTP streaming the content will normally be downloaded using all the bandwidth available to the client. The client can select to start playout after a relatively short initial buffering time, and if the average throughput (also including possible throughput peaks at much higher than the playout bitrate) is better than the playout bitrate the buffer will grow in size, up to some client-defined maximum. This potentially larger buffer could make future rebufferings less likely than in the PSS case.

The likely different buffering characteristics for PSS and HTTP streaming could be interesting to monitor for the operator, as this could help him understand how to best present the content, i.e. in which scenarios PSS or HTTP streaming will give the best quality to the end users.

2.4 User behaviour

If a user pauses the playout in PSS, the server will normally stop its transmission until the user again starts to play the content. Thus the client buffer situation will be the same when the viewing resumes. It is normally not possible for the user to use pause to "force" a higher buffer level when, for instance, the bandwidth variation is causing many rebufferings.
In the HTTP case the client will often continue to fill its buffer even during the pause, so that when viewing is resumed the buffer situation will have been improved. This is actually a very typical user behaviour, as it is much less annoying with one intentional long user-controlled pause than several short non-user-controlled rebufferings. In the extreme case the user might select to pause until the complete content has been downloaded, thus guaranteeing a non-disturbed playout. 
Thus a pause could in a way be seen as an "intentional rebuffering". As also such "intentional rebufferings" will affect the user quality (and probably the other rebuffering metrics) it could for instance be reported as a new "pause duration" metric.
3 Proposal
We propose that the PSS QoE reporting is adapted to also cover the HTTP streaming case. The existing QoE protocol based on OMA-DM configuration and HTTP reporting can be used, and we believe that only minimal changes are necessary.
HTTP streaming is a simple way to deploy also real-time content, and introducing QoE reporting would enable operators to assess the quality of both types of streaming delivery methods in the same simple way, making it possible to optimise the content deployment for different scenarios.  Without QoE reporting there is no way for the operator to assess the playout characteristics for HTTP streaming.







































