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1 Introduction
This contribution discusses issues related to stereo and multi-channel capability for conversational services offered through EVS.  At SA4#53, discussion on this topic led to a statement in the draft of TR22.813 to the effect that stereo and multi-channel support in EVS would be optional (i.e., “may support”).  This statement was arrived at due to lack of consensus for recommended support (i.e., “should support”).  This document provides, in writing, support for the position of the source at the last meeting that stereo and multi-channel support should be strictly optional.

In order to remove any ambiguity in the remainder of this document, the term “multi-channel” (i.e., more than one channel) will be used generically to include both stereo (two channels) and scenarios involving more than two channels.
2 Practical Considerations

2.1 Use Cases

In the overwhelming majority of use cases for conversational telephony, there is one acoustic source (typically voice) at the input to the UE.  The situations that might benefit from multi-channel audio can be classified into two categories:

· Category 1:  multiple spatially distributed sources that are captured at the UE with multiple microphones
· Category 2:  multiple isolated UEs (e.g., separated by some geographical distance) capturing independent signals via single microphones at the UEs and combined into a multi-channel signal that is rendered for the listener.

Some conferencing situations may be a hybrid involving both categories.

2.2 Probability of Multi-Channel Use Cases Relative to Mono

Currently, there is no evidence to suggest that the overwhelmingly predominant telephony use case for mobile devices – namely two-way person-to-person call – will change.  Therefore, calls in Category 1 will likely continue to be a relatively small percentage of all calls.  Furthermore, even for those calls falling into Category 1, the UE must support multi-channel capture either through built-in microphones or interfaces to fixed capture systems.  Built-in microphones add cost to devices as well as occupy additional real estate.  Therefore not all devices will support them.  In today’s devices, a second microphone (if present) is used to reduce noise rather than capture a second channel, suggesting that benefit of multi-channel capture will have to at a minimum out-weight the benefit of added noise reduction in order to displace that technology in order to take-over the real estate and cost of the additional microphones.  Either that, or even more microphones will be required, adding cost and taking up even more real estate on the device.
Calls falling into Category 2 likewise represent a relatively small portion of all calls.  Calls falling into Category 2 never need to capture stereo, thus eliminating the need for addition microphones on the device.  Additionally, it is not clear in this category that multi-channel audio ever needs to be encoded – the receiver could receive multiple mono channels and combine them locally with spatial enhancements.

3 Lack of Compelling Evidence

To date, there has been no evidence presented in 3GPP regarding the end-user benefit of stereo or multi-channel conversational audio.  Any forthcoming evidence as to the benefits of spatial audio must be provided in a context that is both practical and probable for use in conversational services.  Even with such evidence, a requirement or recommendation for stereo or multi-channel support is not merited unless further evidence is offered as to the practical implementation and use in an overwhelming majority of UEs and calls. 
4 Support in Transport Layers

Multi-channel support (including stereo) can be provided by transport layer protocols using multiple independent mono encodings.  An example of this is provided by the multi-channel capability provided for AMR and AMR-WB in RFC4867 [1].  Therefore, we consider a recommendation or requirement for explicit stereo encoding in the codec to be over-specification since it can be accomplished with specification in the codec itself.
5 Solutions External to the Core Codec
It may be possible, or even preferable, to provide multi-channel (including stereo) capability through a pre-processing extension to the core encoder.  Such an extension may be applicable to any selected codec.  The performance of such extensions can be (and should be) evaluated separately from the core (mono) codec.

6 Conclusion

This contribution provides supporting arguments for strictly optional status of multi-channel audio support in EVS.  We believe mono operation is likely to be the dominant operation in the overwhelming majority of scenarios for a long time to come.  Use-cases that could benefit from multi-channel audio are only a small minority of all calls.  An even smaller minority of calls would support it due to either device support or alternative solutions.  There has been no evidence presented in the context of the EVS study item that multi-channel does in fact enhance the users experience.  Even if it does, the capability could be supported outside the codec either through transport layer protocols and/or through a codec pre-processor or extension.

Due to these arguments, we believe it is important for 3GPP to focus the selection of the EVS codec on the performance of single-channel conversational speech and audio.  In the context of the current study item, we support maintaining the current status of stereo/multichannel as strictly optional.
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