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1
Introduction

SVC is being evaluated in the work item Improved Video Support for PSS and MBMS (IVS).  This document provides a parallel discussion to this evaluation about some of the costs that come with SVC, and a discussion about some of the use cases and their relevance in 3GPP.
2
Use cases 

2.1 Introduction

The possible introduction of SVC in 3GPP service must be discussed based on use cases. Unlike other codecs that have been introduced in 3GPP, SVC does not provide any benefits in the traditional rate-distortion performance. Therefore, relevant use cases beyond compression efficiency need to be identified that motivate the introduction of such a video codec. The use cases should not primarily be driven by the availability of a new codec, but by new requirements for existing 3GPP services.

Potentially relevant use cases considered in IVS are:

· broadcasting mobile TV service offerings with multiple quality levels (in particular multiple spatial resolutions) in parallel.

· Improved video quality in existing services PSS and MBMS

2.2 Use Case 1: Multiple parallel spatial resolutions

The provision of multiple spatial resolutions within MBMS streaming delivery services is discussed most prominently in the context of introducing SVC into 3GPP. In particular, the provisioning of QVGA and VGA resolutions in parallel may be considered as a relevant new use case in MBMS, irrespective of the availability of SVC.
Assuming that this use case is implemented in MBMS based mobile TV deployments, it will definitely result in additional required bit-rate to support the same service offerings in terms of content in MBMS; neither AVC nor SVC can provide spatial scalability for free.

Due to this bit-rate increase, the provisioning of multiple resolutions comes at a non-negligible cost.  This may result for example in 

· a reduced amount of programs that can be supported in an MBMS-based mobile TV service, or 

· additional radio resources required to support the same service offering, or

· other costs to support additional bitrate in MBMS.

To offer a VGA resolution on top of an existing QVGA service, one could need to increase the bit-rate by a factor of three to five
.  If this is acceptable, bearing in mind the consequences as discussed above, then the question is what are the benefits that can be provided by SVC to support such a new service offering. SVC may be viewed as a pure optimization to reduce the bitrate increase in case of VGA support and simultaneous broadcasting of both qualities from a factor 3-5 to 2.x-4.x, where x is somewhere between 0 and 0.99 depending on the inefficiency of SVC compared to AVC.

When looking at the results promoting SVC (which are far from worst case figures), one sees gains and costs of less than 20%
.  We believe that the first step for such a new service offering would be to enable the VGA service on its own.  If then the level of simulcast of QVGA and VGA is done in a way that works with SVC, and justifies these savings of less than 20%, then it can be added. In this context also the discussions in section 3 on additional costs of SVC should be considered.

2.3 Use Case 2: Video Quality improvements for MBMS and PSS 

In our view, the significantly more important use cases for MBMS and PSS in the context of IVS have been addressed with too little priority due to the SVC discussions, namely:

1) Single resolution, single layer video for MBMS (potentially with the high terminal supported resolution) – Broadcast to the masses

2) Unicast TV – On demand for the long tail and/or premium content and/or time-shift viewing and/or radio optimization.

SVC seems to be of little relevance for these use cases: 

· SVC over PSS always comes at a cost
 – for a single user it is most efficient to send the stream matching the supported bitrate from the beginning – especially over the radio link.

· SVC over MBMS at a single resolution also comes at a cost. 

The use cases mentioned above are very important in the discussion on improving video support for PSS and MBMS.  It is important that these use cases do get sufficient attention and are addressed in the IVS work item. The use cases should not be confused or combined with SVC. IVS is not a work item to introduce SVC in 3GPP, but to improve video support in 3GPP services.

3 
Costs of SVC

3.1 Introduction

The support of SVC in 3GPP services results in number of cost factors compared to existing supported video profiles and levels, but also when for example compared to H.264/AVC Main Profile or High Profile.  The costs that may arise are on the client side, the server side, and under certain circumstances also in the network. In addition to support the use cases as envisaged above, also changes on features beyond the responsibilities of 3GPP SA4 may be required.

3.2 Client complexity

For a client to support SVC, a number of changes are required.  For example, it would be required for a terminal 

· to receive multiple MBMS channels simultaneously to achieve spatial scalability (One channel for each scalability layer).

· to modify the RTP stack as streams from different ports and/or with different payload types need to be joined together into a single stream before decoding.  

· to integrate the SVC decoding algorithm which adds additional complexity in the integration as well as in the decoding of multiple layers in comparison to a single layer decoder.

3.3 Server complexity

The server complexity for SVC encoding is higher than that of AVC encoding.  Not only all layers need to be encoded, joint optimization of the encoding is needed to get good results
.  This results in a very high complexity encoder.

Secondly, the performance and complexity of SVC when used with a rate control is not known.  All known tests have been performed using fixed QP which is probably advantageous for SVC.  When the difference in QP between the base and an enhancement layer differs a lot, the amount of prediction is reduced. 

3.4 Network complexity

In some use cases, it has been suggested that nodes in the network remove packets intelligently.  This would require intelligence in the network that does not exist, even for older formats. Also, such features would require close cooperation with other groups in 3GPP and 3GPP SA4 can not lead this activity.

Furthermore, when multiple MBMS channels are used, the access network should know about the “dependency” between two channels (otherwise, channel A may end-up at frequency X and channel B at frequency Y). 

3.5 Coding efficiency and layer quality

When encoding in a unicast like manner (assuming either the content is encoded for a specific terminal, or that all terminals are treated the same) having multiple layers comes at a cost.  As mentioned above, some results have shown that having a QVGA base layer under VGA comes at a cost of around 13% and gives a gain of around 17% compared to simulcast.  

This cost/gain varies however greatly depending on the difference of quality in the different layers.  In most of the results presented, the amount of bits used on the VGA stream is around twice that used on the QVGA stream, although the amount of pixels increases by a factor of four.  As the bit-rate difference increases, the “gains” from using SVC decrease making 17% a somewhat high figure.

3.6 Other costs

Not yet foreseeable other costs may apply from the mandatory support of SVC in 3GPP UEs.
4
Alternative solutions

One needs to keep in mind that SVC is not needed for any of the presented use cases.  It either saves bits compared to simulcasting AVC streams, or costs bits compared to a single AVC stream.  SVC does not enable any new services, or quality that is not possible with AVC.

5
Conclusions

No new services can be provided using SVC that cannot be provided today.  SVC is a way of decreasing the bitrate (by less than 20%) in certain cases, but increasing it in others.  The most important use case (a single mobile TV channel) does not benefit from SVC – in fact it comes at a cost. 

In any case, we propose to apply the following process to all use cases that are considered in the context of SVC:

· Define the use case, independent of the availability of SVC

· Investigate the relevance of the use case for 3GPP deployments

· Understand if the use case can be covered within the 3GPP SA4 or if other groups need to be involved, or may even have to take the lead on this. Potentially forward the mandate to 3GPP SA plenary. It seems, that in particular the spatial scalability use-case puts additional requirements on the Radio Access Network and the Terminal reception capabilities.
· Assess the costs when using AVC to address this use case

· Assess the benefits and costs when supporting the use case by SVC.

� VGA has four times the amount of pixels as QVGA.  If the VGA stream has the same amount of bits/pixel the increase is 5 (4+1).  If the VGA stream uses half the amount of bits/pixel (i.e. having a lower pixel quality than the base layer), the increase is 3 (2+1). 


� See "SVC RAP 8/16 vs AVC-HP" and "SVC RAP 8/16 vs SC(BP-HP)" in [S4-090281].   The average cost/overhead of SVC against VGA only encoding is 12.97% and the average gain against QVGA+VGA simulcast is 17.43%.


� There may be savings on the server storage side by using SVC, but at the cost of higher bandwidth in the network.  See "SVC RAP 8/16 vs AVC-HP" in [S4-090281].   The average cost/overhead of SVC is 12.97% for this configuration.


� The encoder used for the results in [S4-090281] uses cross layer optimization, but is not publicly available.





