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1 Introduction

This goal of this document is to provide insight into the differences between content formats, such as e.g. monophonic, stereophonic or 5.1 channel content formats, and the rendering capabilities of playback devices. By means of a number of examples it will be shown that the relationship between the content format and the rendering capabilities of a playback device are becoming more and more decoupled. 
Furthermore, in the annex of this document, it is shown that MPEG Surround to some extent already anticipates this trend. MPEG Surround does not only act as a flexible and efficient multichannel bit-stream format; its decoder also allows direct rendering of the multichannel bit-stream towards different rendering scenarios.
2 Content formats and rendering
Early recordings, such as phonograph recordings, and early broadcasts, such as analog AM transmissions, were all monophonic. A simplified view on the early recording/reproduction chains is shown in Figure 1. An audio signal is recorded by a recording device using a single transducer, e.g. a microphone. The result is stored on a record, e.g. a vinyl disc. This disc can be played back on a playback device having a (single) loudspeaker.
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Figure 1 – Early recordings
Later, stereo recordings (e.g. compact cassette) and stereo broadcasting (FM stereo) were introduced. The stereo format was mainly intended for playback using two loudspeakers. A simplified recording/reproduction chain is shown in Figure 2. A studio engineer uses a mixing desk with a number of microphones or other attached electronic inputs to master a stereo recording. The stereo recording, e.g. on a cassette tape is then played back using a stereo loudspeaker setup. Ideally the playback should result in a similar auditory experience as the studio engineer had when listening to his monitoring equipment during the mastering of the recording.
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Figure 2 – Early stereo recordings
The introduction of the Compact Disc (CD) was the first major step into the digital era. Instead of traditional analog audio carriers such as vinyl and cassette tapes the CD was the first widely spread digital audio carrier. Nevertheless, typically the audio content was mastered in stereo and intended to be played back over stereo loudspeakers just like during the analog era.
3 Decoupling of content formats and rendering

In the recent years a new trend can be observed; the decoupling of content format and rendering. This is mainly driven by three aspects:

· It was realized that playback using a stereophonic loudspeaker set up can/will not provide an immersive sound experience; this eventually led to the introduction of surround sound and corresponding content formats. 

· New scenarios for rich media consumption have developed and become more commonplace with different properties and constraints, e.g. cars and mobile devices
· The form factor of equipment is becoming an extremely important design parameter; especially in the area of mobile devices it is desirable to have very compact and battery efficient devices.

Due to the introduction of the DVD and home theatre sets, the 5.1 channel content format has now become common property. Nowadays, for carriers such as DVD, therefore typically two masters are created, a stereo and a 5.1 channel master. In order to reduce cost often one is derived from the other by means of post-production tools. 
Given the fact that stereo and 5.1 channel surround sound are the dominant content formats, consumer electronics, mobile handset and car manufacturers were challenged to provide the best possible audio experience using these formats. This has resulted in the aforementioned decoupling of content format and rendering. Some examples are given in the following subsections.
3.1 Example 1 – Stereo content on portable audio player

Stereo content is typically still authored and mastered for loudspeaker playback. Since playback of such content can produce a rather unnatural and dull spatial sensation, nowadays many portable audio players are equipped with algorithms to enhance the spatial image of the content, e.g. by introducing crosstalk. The goal of such algorithms is to provide the user with an auditory experience similar to that of listening to loudspeakers while listening via headphones. Hence the content format, stereo for loudspeaker playback, is decoupled from the rendering capabilities, stereo headphones.

Figure 3 shows the example of a portable audio player equipped with spatial image enhancement technology. The audio content is decoded by an audio decoder resulting in a stereo signal. The stereo signal is processed by a spatial image enhancer. The processed signal is fed to the headphones. 
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Figure 3 – Example of decoupling content format and rendering: portable audio player equipped with spatial image enhancement.
3.2 Example 2 – Surround content on mobile device (headphones)

Another example of decoupling of the content format and spatial rendering is the playback of surround sound content using normal stereo headphones. This is illustrated in Figure 4. A surround sound bit-stream is decoded by a surround audio decoder on a mobile device. This results in a number of audio channels, e.g. five channels representing the left-front (Lf), right front (Rf), center (C), left surround (Ls) and right surround (Rs) channels. It is noted that the example below is equally valid also for other surround sound configurations, such as e.g. a three (e.g. left, center, right) or four channel (e.g. left front, right front, left surround, right surround) representations. 

Obviously the surround channels cannot be directly mapped onto the two inputs of the stereo headphones. Therefore, so called Head Related Transfer Function (HRTF) processing can be employed. This means that for each output signal of the surround sound decoder a pair of transfer functions, the HRTFs, is applied. For example, the left-front channel is processed by the HRTF pair describing the transfer from the left-front to the left ear and the transfer from the left-front to the right ear. Consequently all left-ear signals are summed and all right-ear signals are summed. This way, when listening through the overall output signal through stereo headphones a realistic surround impression can be obtained.
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Figure 4 - Example of decoupling content format and spatial rendering: mobile device equipped with HRTF processing.
It is to be noted that Figure 4 provides just an example of how surround sound rendering to headphones can be conducted. There exist many other, more efficient ways of rendering surround sound content to stereo headphones.
3.3 Example 3 – Surround content on mobile device (integrated loudspeakers)

Another related example of decoupling the content format and spatial rendering is illustrated in Figure 5. Instead of rendering the surround sound content over the headphones attached to a mobile device, now the internal speakers, in this case three speakers, of the mobile device are employed. The left hand side of Figure 5 shows schematically how surround sound content can be decoded and rendered using the integrated speakers of the mobile device. Similarly to the previous example, the surround sound content is first decoded. Then, in a similar fashion as described using the HRTFs in the previous example, also transfer functions may be employed that describe the transfer from the surround channels to the left and right ears via the mobile phone speakers. The resulting speaker signals are then summed and put to the loudspeakers. In this way also a realistic surround experience can be obtained using just three loudspeakers.
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Figure 5 – Example of decoupling content format and spatial rendering: mobile phone equipped with three loudspeakers, two located at the top left and right, one located at the bottom. The block diagram on the left part of the figure is part of the processing on the mobile device shown on the right of the figure.
It is to be noted that the processing depicted in Figure 5 will typically be implemented more efficiently. It may e.g. not be necessary to include the full matrix of five signals times three speakers in order to achieve high quality output.
3.4 Example 4 – 5.1 channel content on loudspeaker array

Another example of decoupling is seen in the home theatre environment. The form factor of home theatre sets is more and more becoming an important factor, especially with the introduction of flat LCD and plasma television sets. Instead of having multiple satellite speakers in a traditional 5.1 channel setup, a single speaker array can be employed to create a surround sound effect. Such speaker arrays typically differ from the 5.1 channel setup anticipated in the data format in both number of speakers and speaker location. Figure 6 illustrates an example of playback of 5.1 channel content on a loudspeaker array. Digital 5.1 channel audio content, e.g. obtained directly from the DVD player, is transmitted to the home theatre speaker array. In a first step the audio is decoded to 5.1 channels. In a next step the 5.1 channel content is rendered to a speaker array. Again the content format, 5.1 channels, is decoupled from the rendering capabilities, a loudspeaker array.
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Figure 6 – Example of decoupling content format and rendering: playback of 5.1 channel content using speaker array.
3.5 Example 5 – Car radio with DVD functionality

Another example of decoupling can be found in the automotive environment. The amount and location of loudspeakers in the car is limited. Nowadays cars have at least four speakers. These can however not be placed ideally to the listener. Even so, for car radios with DVD functionality it is desirable that an immersive experience is obtained. Therefore, most car manufacturers employ post-processing on the audio signal to provide e.g. equalization, increased sweet spot, channel mapping, center enhancement, etc. The processing is illustrated in Figure 7. Digital audio content, e.g. from DVD is fed to the audio decoder in the head unit of the car. After the 5.1 channel content is obtained the 5.1 channels are mapped to 4.0 using a post-processing unit. This unit will typically comprise specific knowledge on the acoustics of the particular car type. Again, the 5.1 channel content is decoupled from the rendering capabilities, which can go from a four speaker set up to sixteen or more speakers for a high end car.
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Figure 7 - Example of decoupling content format and rendering: playback of 5.1 channel content on 4 loudspeakers placed inside the doors of the car.
4 Conclusion

The document illustrates that rendering depends very much on the device that renders the content and on the environment in which it does render the content. Therefore, this element does become very implementation and implementer specific and should not be standardized.

Instead, the standard should provide a full and normative description of the way how surround sound content is carried and signaled over the 3GPP bearer. 
Annex A - MPEG Surround as example of a surround sound codec

Introduction

Most audio codecs are targeting a reproduction that is as close as possible to the original content. For multi-channel codecs this means that the audio quality is evaluated using a multi-channel speaker set-up. MPEG Surround is slightly different in this respect. Not only does it target a reproduction as close as possible to the original content, it also allows to decode the output to other playback configurations. Therefore, unlike most codecs, it also allows to take the rendering step into account.
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Figure 8 – Block diagram of MPEG Surround codec chain

Figure 8 shows a block diagram of an MPEG Surround codec chain. The MPEG Surround encoder is presented with a multi-channel input signal consisting of N channels. The MPEG Surround encoder derives spatial image parameters which are formatted to the MPS bit-stream. In parallel a downmix consisting of M channels is created, where M<N and typically M is one (mono downmix) or two (stereo downmix). The resulting downmix is coded by a downmix encoder, which can e.g. consist of a regular stereo audio codec. The resulting downmix bit-stream and the MPS bit-stream are multiplexed to form the overall multi-channel bit-stream. At the decoder side the overall bit-stream is first demultiplexed resulting again in the downmix and MPS bit-stream. The downmix signal is produced by the downmix decoder and is fed to the MPEG Surround decoder. The MPEG Surround decoder decodes the MPS bit-stream resulting in the spatial image parameters. It then reconstructs the multi-channel signal by upmixing the downmix using the spatial image parameters.
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Figure 9 – Block diagram of MPEG Surround encoder (left) and decoder (right) in case N=6 (5.1 ch) and M=2 (stereo).

MPEG Surround uses a modular approach to efficiently code the multi-channel content. This is done by two types of building blocks which are referred to by their decoder naming:

· One To Two (OTT) block: block which produces two signals from one signal and a set of spatial image parameters,

· Two To Three (TTT) block: block which produces three signals from two signals and a set of spatial image parameters.

Hence, at the encoder side:

· Inverse One To Two (OTT-1) block: block which produces a downmix signal and spatial image parameters from two signals,

· Inverse Two To Three (TTT-1) block: block which produces two downmix signals and spatial image parameters from three signals.

An example for which N=6 (5.1 channel content) and M=2 (stereo downmix) is given in Figure 9. At the encoder side (left of Figure 9), in a first stage the left front (lf) and left surround (ls), the right front (rf) and right surround (rs) and center (c) and lfe (lfe) are processed pairwise by the OTT-1 blocks. This yields a set of spatial image parameters and a set of downmix signals. The resulting downmix signals are fed to the TTT-1 module resulting in another set of spatial image parameters and the final stereo downmix (l,r). The spatial image parameters are quantized, coded and formatted resulting in the MPS bit-stream. At the decoder side, the process is reversed. First three signals are created by the TTT block using the downmix and the TTT spatial image parameters. Then, the resulting TTT output signals together with the OTT spatial image parameters are further processed by the OTT blocks resulting in the final output signal.

Pruning

Due to the modular approach of MPS, MPS can be deployed very flexible. E.g. consider the example where the original input content is only three channel content, consisting of a left-front (lf), right front (rf) and surround (s) signal. In that case both encoder and decoder can be simplified extensively. This is illustrated in Figure 10.


[image: image10.emf]TTT

-1

OTT-1

OTT

-1

OTT-1

lf

rf

s

l

r

MPS bit-

stream 

formatting

MPS bit-

stream

TTT

l’

r’

MPS bit-

stream 

formatting

MPS bit-

stream

lf’

rf’

s’


Figure 10 – MPEG Surround encoder (left) and pruned decoder (right) in case N=3 and M=2.

The lf, rf and s signals are all fed to a separate OTT-1 block. Since at the decoder side no information from the OTT blocks will be employed the encoder OTT-1 basically become pass-through modules. Therefore, effectively the TTT-1 block receives the lf, rf and s signals, for which it produces parameters and a stereo downmix. At the decoder side, so called tree pruning can be employed. This means that only that part of the decoder is run which is necessary to produce the output signals. For this particular example this results in an MPS decoder which does not apply any OTT blocks to produce the output channels. This results in a considerable complexity reduction.

It is obvious that also other configurations (e.g. 2.1, 3.1, 4.0, etc) can be efficiently represented using MPEG Surround by a method described above.

Furthermore, the pruning approach can also be employed to decode the output to only a limited amount of speakers. This can e.g. be advantageously employed to decode 7.1 channel content to 5.1 channel content by pruning of two OTT modules, or to decode 5.1 channel content to 3.0 channel content, etc.

Binaural decoding

In addition to the above, MPS also allows to decode the multi-channel content to a stereo signal that provides a virtual surround experience (see Figure 11). In this case the same overall multi-channel bit-stream is decoded, but now in the so-called binaural mode of operation of the MPEG Surround decoder. In this case the downmix is processed into a virtual surround signal by not only employing the spatial image parameters but by also taking into account Head Related Transfer Function (HRTF) data. HRTF data describes the transfer function from a certain (virtual) speaker to the left and right ears. Generally HRTFs are applied as a post-processing step, i.e., first full multi-channel decoding takes place, after which each output signal is processed by the HRTF pairs corresponding to each (virtual) speaker (see also Example 2 above). Addition of all the resulting stereo signals results in the binaural output signal. Since both multi-channel decoding, as well as HRTF processing are typically computationally intensive processes, this can result in a very high overall complexity. The MPS decoder however does not suffer from this drawback. Instead of applying the HRTF processing as a post-processing step, the steps of upmixing and HRTF processing are integrated into a single step drastically reducing the computational complexity.
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Figure 11 – MPEG Surround encoder connected to MPEG Surround binaural decoder.

Within MPEG Surround, the HRTF data itself is not specified; merely an interface is specified. This means that manufacturers may choose to differentiate their particular binaural solution. Due to the informative nature of the HRTF data, the binaural decoding mode also allows to decode to representations that are not meant for headphones. For example, consider the case where multi-channel content is to be decoded on a mobile device having stereo loudspeakers. In this case the binaural decoding mode could also be employed to create a realistic surround experience by properly specifying the HRTF data.
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