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1. Introduction

This document introduces some use cases for which scalable video coding may improve the user experience for video services. The enhanced quality of experience and quality of service are reached by taking into account the different terminals capabilities and the limited bandwidth on the radio access network.
2. Context
Orange foresees that new mobile devices with increasing multimedia capabilities as well as connected portable personal computers (e.g. via a USB 3G/3G+ modem) will be more and more attractive for consuming video contents in terms of user experience. This new class of mobile internet devices is more powerful in terms of video decoding and screen resolution capabilities.
In order to offer an appropriate quality for both the mobile phones and the connected PCs and also to limit the access bandwidth consumption, scalable video coding is seen as a candidate technology with the major advantage that it guaranties interoperability with already existing 3GPP services for the already in-place terminals.
Moreover the scalable video approach may also improve the quality of service in a broadcast environment for some areas where the reception conditions are not guaranteed. In this case, by applying unequal error protection, the lost of data would result in the so-called "graceful-degradation" instead of an interruption of the service.
3. Use cases for quality of experience
3.1. Improve video experience for laptops/netbooks
Let's consider an MBMS application for which the user equipments have access to mobile TV services. Connected laptops or netbooks may access the same video stream but the user experience remains limited since the service is only adapted to mobile phones with resolutions close to QVGA.
One first solution would be then to simulcast each channel in order to offer better quality of experience for high resolution terminals but this approach does not optimize the overall bit-rate per channel.

With using a scalable video approach, the bit-rate per channel could be optimized considering for example an enhancement layer with a resolution adapted to the high end terminals capabilities (e.g. VGA on top of the QVGA). 

For the use case illustrated in figure 1 below a connected laptop or netbook may access to the same video stream as the mobile phones when windowed mode is experienced. 
When the full screen mode is activated, an enhancement layer helps at getting a better resolution with a higher bitrate, optimizing the overall bitrate compared with a simulcast approach.

[image: image6.jpg]



Figure 1: Improve video experience for Laptops/netbooks
3.2. Improve video experience for high resolution terminals
Nowadays new mobile phone resolutions appear in the landscape and offer higher definition capabilities than the mostly used QVGA (320x240) resolutions. 

Due to the small screen sizes mainly encountered it may be convenient to adapt the content to the screen resolution using a "cropping window" approach.
The figure 2 describes such an adaptation offering full resolution (e.g. HVGA) video for the right terminal receiver and a cropped version (e.g. QVGA) of the video for the left terminal receiver. 
This can be achieved with H.264 SVC thanks to the spatial scalability and the use of scalable cropping window.
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Figure 2: Cropping window approach
A similar use case is the delivery of 16:9 source aspect ratio contents. In fact, the TV head-ends are using more and more HD signals which have native 16:9 source aspect ratio. Using the above approach, the QVGA terminals would receive a 4:3 base layer (a cropped version of the 16:9 source material) and the enhancement layer would extend the definition to 16:9 by completing the missing information between the layers.
4. Graceful degradation behaviour
The introduction of scalable video coding would allow for graceful degradation behaviour of the video quality when entering bad reception conditions. This can be achieved using the layered structure of H.264 SVC by an unequal error protection (UEP), where the more important base layer has a stronger protection than the enhancement layer. 
Such a UEP can be applied by e.g. different transmission powers, different modulation schemes, and different code rates of the link layer or application layer forward error correction (FEC). 
Instead of video outages, the user would experience a drop of video quality. Introducing graceful degradation would increase the quality of experience of the users.
5. Conclusion

Within this contribution, scalable approach is presented as a way to improve both the quality of experience and the quality of service for broadcast and multicast video services. It took into account the heterogeneous capabilities of the terminals in terms of video decoding complexity and resolution with the major concern of optimizing the needed bitrate per channel.

This way, H.264 SVC remains a candidate technology to achieve these use cases as it also helps at providing a better quality of service in the broadcast environment.
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