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I Introduction

It is recognized in the industry that there is a need for a framework which allows defining Rich Graphical User Interfaces (including audio/video/text/graphics), personalizing them based on user information or terminal capabilities, exchanging them (including in a streaming and efficient form) and aggregating them in a single presentation. MPEG has defined in the past technologies which could be used in such framework. These technologies include scene description formats and adaptation technologies like MPEG-21 UED. The purposes of this document are: to document the standardization environment and the existing or under development technologies related to this framework; to explain why MPEG should define such framework; and finally, to present some initial technical requirements for MPEG.
II Description and Use Cases of the Proposed UI Framework

The MPEG UI Framework is a framework with the following properties:

· The use of a description language capable of designing Rich User Interfaces (including graphics, audio, video, animations …);
· The possibility to personalize user interfaces based on user information and across devices;
· The possibility to exchange UI between devices;
· The possibility to aggregate UI from several devices.
The following use cases illustrate the purpose of framework.

Such framework and use cases are supported by the following companies:
· SAMSUNG

· Telecom Italia

· TELECOM ParisTech

· net&tv Inc.
· Streamezzo

II.1 Personalized User Interfaces

 “Thomson and Ashley have received, as a Christmas gift, the same cellular phone. However, they use it very differently. 

On the one hand, Thomson is a grandfather and has difficulties reading menus on the small screen, therefore he has selected large fonts and the layout of the menus is modified accordingly. Additionally, since Thomson often calls his family, the order of the items in the menus is changed to show frequent usages.

On the other hand, Ashley is a young girl. She likes decorating. Therefore she has selected menus full of image sound, motion and dynamic pictures. She uses mainly SMS/ MMS messaging service with her friends, therefore she changed key shortcuts to be able to quickly write and send SMS/MMS.”

II.2 User Interface Exchanges

II.2.1 Media-related user interface exchange

 “Stanley watches a live High-Definition sporting event on a Plasma Display Panel TV in the family room. This HD content, including the Electronic Program Guide is wirelessly received from his home media server on an IP-STB. Meanwhile, his wife Ashley enjoys her wedding DVD in their bedroom and this is running from a DVD streamer on IP-STB in their family room. While swimming in the backyard swimming pool, the kids listen to dance music from a FM Radio on IP-STB in the living room.”

II.2.2 Centralized Agenda
In home networks, multiple devices can be used by the same people in different situations. Assuming they have a centralized place to store and organize all the personal information: agenda, tasks, contacts, anniversaries, passwords, etc… The user interface of the agenda can also be sent by the server to the device accessing it and it can be aggregated to the device user interface, also in accordance to the terminal capabilities and user preferences. The Centralized Agenda can be either stored in the user home network or on the operator network.
II.3 User Interface Aggregation

II.3.1 Aggregate Home Theatre UI
“James tries to watch movie using DVD player in the living room. He inserts the disc into the player and the menu pops up on the DTV screen. After a moment, the control menus for the Sound System and the Home Dimmer System in the living room dynamically appear on the same DTV screen. He selects the sound and light profile and starts watching the movie. While the movie is playing, a cellular icon appears in the lower part of the screen, indicating a phone call is waiting. When he gets the call, since playback is pause, the sound is muted and the lights come back to normal.”
II.3.2 Media Search and Retrieval UI
Consumers are acquiring, viewing, and managing an increasing amount of digital media on devices in the CE, and mobile domain. They want to enjoy content easily and conveniently, regardless of its actual location: it is desirable, therefore, to have a unique content repository that stores all the user generated contents produced by the different capturing devices available. When the user wants to consume one of those contents he can access the personal repository either downloading it or streaming it. In this context, efficient search and retrieval techniques are defined to help users in finding what is of their interest. However, the modalities of interaction with a search and retrieval engine and the presentation of the results can vary according to the different service providers and the capabilities of the client terminals. Therefore, the query interface and the layer presenting the results of the queries can be provided by the server and integrated into the client user interface.

III Existing Environment related to User Interface Framework

III.1 UPnP, DLNA and Web4CE
III.1.1 UPnP (Universal Plug and Play)

The UPnP™ (Universal Plug-and-Play) Forum is an industry initiative organized to connect consumer electronics, personal computers, intelligent appliances and mobile devices from various different venders. The UPnP™ technology provides easily and seamlessly connected experiences to the customer based on IP network technology. Currently, service description, control, and eventing mechanisms are standardized for Audio/Video, gateway, printer, scanner, and home automation devices including security camera, lighting, and air conditioner. Also, Remote UI, QoS(Quality of Service), security, and power management services are supported for the enhanced user experience. As of March 2008, 851 vendors and academies are involved in UPnP activities. To verify that devices are interoperable, UPnP™ Implementers Coordination (UIC) certifies UPnP™ compatible devices. Over 200 certified devices from 46 companies have been announced in the official UIC homepage.
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Figure 1. UPnP Network Environment

III.1.2 DLNA (Digital Living Network Alliance)

The Digital Living Network Alliance (DLNA) is a cross-industry organization of consumer electronics, computing industry and mobile device companies. The prime purpose of DLNA is making a wired and wireless interoperable network of personal computers (PC), consumer electronics (CE) and mobile devices in the home, enabling a seamless environment for sharing and growing new digital media and content services. DLNA is focused on delivering interoperability design guidelines based on internationally accepted open industry standards to achieve the cross-industry digital convergence. In this objective, DLNA makes approaches to it. First of all, the approach of DLNA is to deliver design guidelines based on a framework of open standards to ensure interoperability between manufacturers’ devices and provide a common set of media formats. Furthermore, it makes market acceptance be accelerated by means of compliance testing. Finally, DLNA identifies issues that are in cross-industry that require one solution on the home networks.
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Figure 2. DLNA Environment

DLNA is established in June 2003 by 17 companies. The current DLNA organization, as of 2008, consists of 8 Board companies, 16 non-board Promoter companies, and approximately 240 Contributor members. In the case of DLNA products, they must get a certification from DLNA organization and when they acquire it, DLNA certification LOGO is used in DLNA products. As of now, there are 816 DLNA Certified devices including derivatives and approximately 70 unique DLNA Certified™ devices are available to the public.
III.1.3 Web4CE (Web-based Protocol and Framework for Remote User Interface on UPnP Networks and the Internet)
Web4CE is the standard formally known as CEA-2014. It defines the necessary mechanisms to allow a user interface to be remotely displayed on and controlled by devices or control points other than the one hosting the logic. The specification also allows the remote display of user interfaces provided by third party internet services on device in the home, and covers a wide range of UI capabilities of devices in the home and internet including TVs, mobile phones and portable devices.
Web4CE has been selected for reference basis in DLNAv2 Remote UI and under investigation as the basis in OIF (Open IPTV Forum). Web4CE Revision A specification available from www.ce.org. Currently Working Group undertake a revision B that focus on adding new functionality to the specification in the following general areas: remote UI access to the underlying platform resources, the level of security available within the remote UI and protocol framework, and the remote UI experience. A lot of major CE, mobile manufactures and Service providers are participated - Philips, Samsung, Sony, Pioneer, Panasonic, Hitachi, Intel, Echostar, AT&T, ABC, NBC, Walter Disney, Time Warner Cable, Digeo, DirecTV, HBO, JVC and CableLabs.
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Figure 3. Web4CE Environment

III.1.4 Relationship between these standards and the proposed MPEG UI Framework
The MPEG UI Framework goes a step further from the technologies of Web4CE: it allows the use of more media types in UI (audio, video or 3D); it offers updating UI and compression of UI is also possible using MPEG technologies. However, given the industry support for UPnP and DLNA, it is important that an MPEG UI Framework be designed in a manner consistent with these standards.
III.2 OMA

The OMA is currently working on a new specification called OMA-LFC “Look and Feel Customization. OMA-LFC enabler will specify the Customization of a device Look and

Feel. In the OMA-LFC environment, different entities (service providers, network operators, handset manufacturers, enterprises or device owners or users) can create/modify/activate/deactivate/configure the device Look and Feel in a mobile environment. These activities can be controlled as the remote management manner, too.
Relationship with the MPEG UI Framework:

It appears that the OMA LFC work is related to the MPEG UI Framework. However, it seems to be scoped to mobile environments (with corresponding standards and constraints) whereas the MPEG UI Framework is proposed for a wider scope (Consumer Electronics devices). Additionally, the OMA work does not define the scene tools to create UI and assumes some structures in the UI (themes). Given this, it seems that there is no conflict for MPEG to define an MPEG UI Framework. However, in the design of the MPEG UI Framework, MPEG should make sure that MPEG UI tools could be used as LFC elements.
References:

“Look and Feel Customization Requirements”, Candidate Version 1.0, 11 Dec 2007, http://www.openmobilealliance.org/technical/release_program/docs/rd/oma-rd-lfc-v1_0-20071211-c.pdf

III.3 DVB MIS

The MIS (Middleware of Interactive Services) group of the DVB organization is working on the DVB forum’s rich media scene representation engine solution. The work is still in scoping stage still, considering the various technologies including MPEG4 LASeR, 3GPP DIMS and OMA RME as the base technology.
Relationship with the MPEG UI Framework:

The work of DVB seems to be related to the MPEG UI Framework. However, since the work in only starting in DVB, it is a good opportunity for MPEG to start working on an MPEG UI Framework, with the requirement to coordinate with DVB MIS in order to allow DVB to reuse as much as possible MPEG results.
[Editor Note: Other standardisation or technologies are to be investigated. It is envisaged that this document will be complemented, as part of the AHG work, by a description and an analysis of the MPEG PSI activity, of the IETF Widex or the W3C Widgets.]
IV Architecture of the MPEG UI Framework

[Editor Note: The architecture of the framework is not yet defined. It is intended that this section will be filled by the AHG work until the next MPEG meeting.]
V Technical requirements for an MPEG User Interface Framework

V.1 Scene Description Requirements

[Editor Note: The question whether the framework should support one or more scene description language is under investigation.]
LASeR Requirements

LASeR shall support dynamic layout primitives

LASeR shall support tools like (BIFS PROTO and EXTERNPROTO) to enable designing UI Widgets library 

LASeR shall support multitouch events

LASeR shall provide script APIs and declarative tools to read and write personalization context (User preference, such as age, male/female, language, priority, and handicap).

LASeR shall provide a means to trigger Save commands when the LASeR engine terminates.
LASeR shall support personalization context changes events.

LASeR shall provide script APIs and declarative tools to read terminal capabilities (processing capabilities, available memory size, network capacity, input (interaction means), output, access network, and link characteristics.)

LASeR shall provide the means to trigger UPnP commands
LASeR shall support layout which can be interpolated
BIFS Requirements

BIFS shall support improved scroll behavior

BIFS shall support improved PROTO and Script management

BIFS shall support multitouch events

BIFS shall provide script APIs and declarative tools to read and write personalization context (User preference, such as age, male/female, language, priority, and handicap).
BIFS shall allow save/restore scene states. Such mechanism shall be triggerable either by the server or by the user. It shall be possible to automatically save states when the compositor terminates and to automatically load when the first composition happens. 
BIFS shall allow the scene to be notified by personalization context changes.

BIFS shall support interpolator nodes which allow designer to specify adaptable key layout states

BIFS shall provide script APIs declarative tools to read terminal capabilities (processing capabilities, available memory size, network capacity, input (interaction means), output, access network, and link characteristics.)

BIFS shall provide the means to trigger UPnP commands
V.2 Personalization Requirements

MPEG shall provide a language to describe personalization context related to the user. This context shall include at least:

· user information (age, handicap, …)
· user presentation preferences
· usage history

This language shall be extensible to allow private context information.
This language shall be able to describe preferences for a complete scene or for individual objects in the scene.
MPEG shall provide a language to describe personalization context related to the terminal.

This context shall include at least:

· input (age, handicap, …)

· processing

· output

V.3 Other requirements

The MPEG UI Framework shall allow the use and signalling of any scene description language with at least usage of MPEG-4 BIFS or MPEG-4 LASeR.

The MPEG UI Framework shall allow the use and of any personalization context with at least support for MPEG-21 UED.

The MPEG UI Framework shall allow communication between the scene description layer and the network layer to allow commands from the scene to trigger behaviour in remote devices and to allow remote devices to transmit UI data updates to the scene.

VI Conclusion

Based on the above description of the proposed UI Framework and on the description of the existing related standards, it is recommended that MPEG starts standardizing an MPEG UI Framework. This UI Framework shall satisfy the above requirements and be usable by other standardization bodies such as OMA, DVB and DLNA.
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