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1. Introduction

This document proposes signaling of the acceptable synchronization skew between any two media streams in a multimedia call. This document also presents a proposal for signaling QoS parameters (Transfer-delay) for IMS multimedia telephony sessions. The application level synchronization skew value is dependent on the network granted Transfer-delay value, and their dependency is explained in section 2.3. 
This contribution addressed the previous concerns expressed in previous SA4 meetings.

2. Problem Statement  

2.1 Synchronization Skew
Synchronization skew is defined as the level of synchronization between media streams that needs to be maintained during the synchronization process (at the receiver side), which is acceptable to an application (or the sender of the multimedia stream) for a good user experience. Synchronization skew is also known as inter-media skew.

Based on the application requirements, the sender signals the value of synchronization skew during session set up phase. For example, for video telephony applications tight synchronization would be required between speech and video streams, and for one way video sharing applications a coarser synchronization would be sufficient. 

Note that the synchronization skew defined in this document is not just limited to lip sync between audio/video streams, but is also applicable to any two media streams that need to be synchronized during an IMS multimedia telephony session.

At the application level, the default implementation behavior of the receiver is to synchronize all the incoming media streams that are signaled in the SDP, using the synchronization enablers of RTP. For example, in a packet switched video telephony call, the default behavior of the receiver is to perform lip synchronization between the audio and the video RTP streams.

Tight synchronization between the constituent streams is not necessary for all types of IMS multimedia telephony applications. For instance, during a VoIP call, one of the call participants wishes to share a video clip or wants to share his/her camera view. In this situation, the sender may not at all require the receiver to synchronize the audio and the video stream OR the sender may require the receiver to just perform loose synchronization. Instead, the sender may require that a good video quality is maintained without stressing on tight audio/video synchronization. 

Tight inter-media synchronization requirement may result in degraded media quality.  For example, audio and video RTP packets may arrive at the receiver with different processing delays and different network induced delays. If there is a tight lip-sync requirement between the two media streams, late arriving packets from the first media stream (e.g., video) would have to be discarded frequently to maintain quality playback of the second media stream (e.g., audio). Instead, if the lip-sync requirements are loose OR if there is no lip-sync requirement at all, then the receiver can buffer packets of the first media stream for sufficiently long duration, thus ensuring good quality playback of both media streams. 

Thus if there is no lip-sync requirement, the two media streams can be processed and rendered independently with the best achievable quality for both media; if there is loose lip-sync requirement, still the two media streams  can be processed and rendered sufficiently independent of each other. If there is tight lip-sync requirement, then the two media streams must be processed and rendered with tight coupling.

However, there is no existing mechanism to signal to the receiver

(1) that no synchronization is required between a pair of media streams

(2) what acceptable synchronization skew between a pair of media streams is desired.

The lack of such signaling could result in a default tighter-than-needed synchronization behavior for all IMS multimedia telephony applications. 

In this document, we propose a simple mechanism to signal this information in the SDP.

In RFC 3388 [2], new SDP attributes were defined. These express a particular relationship among the media lines in the SDP. The “mid” (media stream identification) identifies media stream in the session and the “group” attribute is defined to group media streams together. A semantic tag called “LS” is defined for the group attribute which indicates that the streams identified in the group must be synchronized. The LS semantic is used not only for lip sync between audio/video streams, but also can be applied to any two media types. What is lacking in [2] is a mechanism to indicate to the receiver of the stream, the synchronization skew (or level of synchronization) allowed during the play-back of the two media streams.

2.2 QoS parameter – Transfer Delay

A mobile terminal that wishes to establish a multimedia call with another party activates a PDP context. In the context activation request message, the terminal specifies the QoS attributes it wishes for that session. The QoS attributes include traffic class, maximum bandwidth, guaranteed bandwidth, maximum SDU-size, transfer delay, etc. Based on the load of the network and the availability of resources (at the air-interface and the core network), the network grants a set of QoS parameters to the terminal. 

In the current system there is no mechanism by which the calling party and called party can signal end-to-end the Transfer-Delay QoS parameter negotiated with their respective Radio Access Networks.  If the calling and the called parties have no information about transfer-delay QoS parameter, they cannot set up their resources accordingly and also cannot support the application desired synchronization skew value, which can result in poor or sub-optimal media quality and can also lead to inefficient usage of network resources.  

2.3 Co-relation between Transfer-Delay and Synchronization Skew
As explained in section 2.1, synchronization skew is the acceptable skew or delay between two media streams when received at the receiver. In an IMS call, the packets encounter different delays in their path from the sender to the receiver. Figure 1 illustrates the different delay components which a packet encounters.[image: image1]
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Figure 1: End-to-end delay components
As figure 1, shows the processing (encoding and decoding) delays and the core network delay are very small when compared to the uplink and the downlink delay. Hence for simplicity sake the processing and the core network delay can be assumed to be negligible. The uplink (in the sender side) and the downlink (at the receiver) side contribute to the maximum delay and hence to the synchronization skew.
The QoS parameter, transfer-delay which the UE negotiates with its own Radio Access Network, is the uplink and the downlink delay which the packet encounters in the RAN.  Thus the transfer-delay parameter has a direct bearing on the synchronization skew.

Generally the sender of the media (or the application) specifies a synchronization skew value which the receiver should try to maintain to maximize user experience. Referring to figure 1, UE-A specifies a synchronization skew value for the media streams. As stated above, the final synchronization skew is dependent on the transfer delay of the uplink (of UE-A) and downlink (of UE-B). Thus for UE-B, to negotiate or request a reasonable transfer-delay value from its own network, so that the synchronization skew is maintained and also the network resources are not wasted, it needs to know the uplink delay the packets encounter in UE-A network. But UE-B has no idea of the transfer-delay value of UE-A, and this can result in UE-B, requesting transfer-delay value which can either waste network resources or result in bad media quality (because of unnecessary packet dropping). This is explained in the examples below.
Example 1 (General case of 2 media over 2 PDP contexts)
UE-A negotiates with its own network transfer-delay values of 100 and 200 ms for the audio and the video streams PDP contexts respectively. UE-A knows that the application tolerates a maximum of 500 ms for the synchronization skew and signals this to UE-B during session set up. UE-B negotiates with its own network the values of 100 and 200 ms as transfer-delays for the audio and video streams PDP contexts respectively. The UE-B has no indication of what the transfer-delay values are for UE-A.  Consider a scenario where a specific video packet in UE-A uplink encounters 170 ms delay and a specific audio packet encounter 50 ms delay. The synchronization skew already encountered on the uplink is 120 ms.On the downlink side, the audio and video packets encounter a delay of 40 ms and 180 ms, giving a skew of 140 ms in the downlink stream. Thus the total skew encountered by the audio and video stream is 260 ms which is well below the target of 500 ms. 

In the above example UE-B requests very stringent value of transfer delay from the network to maintain the synchronization skew. If UE-B knows about the delay value in UE-A network, it could use those values and the synchronization skew value and request transfer-delay values which are not that stringent.

For example in the above scenario, had UE-A signaled the transfer-delay values (along with the synchronization skew) to UE-B, then UE-B can request a reasonable transfer-delay values from its own network, When UE-B learns the transfer delay values of UE-A as 100 and 200 ms, it can assume that the maximum jitter on UE-A uplink to be 200 ms. The max jitter or skew occurs, when one stream (say video) encounter max delay (200 ms) and the other stream (audio) encounter a minimum delay (for simplicity let’s assume being 0 ms). Thus UE-B, could request from its own network transfer delay values of 300 ms for the audio and the video stream which is less stringent from network usage point of view, than requesting values of 100 or 200 ms from the network. The assumption that the minimum delay of 0 ms is just an example and might not be true always. But the implementers of the application could choose a reasonable value for the minimum delay, for example, the lower bound of the transfer delay as defined in TS 23.107 could be used as minimum delay value.
Example 2

In this example we illustrate how UE-B could choose a value for the transfer-delay which can result in dropping of media packets and bad media quality. Let’s assume the same values for the transfer-delay for UE-A as in example 1, but the synchronization skew which UE-A wishes to use is 300 ms.  UE-B, negotiates with its own network delay values of 200 ms and 100 ms (for video and audio PDP contexts) without any knowledge of UE-A transfer delay values. The media packets would encounter a max delay of 200 ms on the uplink and can encounter a skew of 200 ms in the downlink direction, thus giving a total synchronization skew of 400 ms, which is more than what UE-A desires. This can result in the receiver (UE-B) dropping media packets to maintain the synchronization, thus resulting in poor user experience.

If UE-B is aware of the transfer delay values in the uplink direction, then UE-B can request from its own network, transfer-delay values which can maintain the synchronization skew and guarantee a better user experience.
Please note that in the above examples we have assumed that there are two different PDP contexts for the audio and video stream, thus giving two different transfer delay values. It is also possible that there is only one PDP contexts and the values of transfer delay are same for both the media streams. The above arguments would still hold even if there is one PDP context (and thus the same value for transfer delay for both the media streams).
3. Proposed Solution

The proposed solution is to signal the transfer-delay QoS parameters, which the UE negotiates with the radio network during the PDP context activation. This is a similar approach that has already been adopted for PSS Rel 6 specifications [1]. The parameters can be signaled as SDP attributes during the session set up phase. 
We also propose a new SDP attribute that can be used to signal the maximum synchronization skew value among media streams that need to be synchronized. The proposed SDP attribute is called 3gpp_sync_skew. This attribute enables the receiver to use appropriate level of synchronization among media streams thus providing good media quality and user experience.
. 

3.1 Negotiated-Delay

As defined in sections 3.1 and 3.2 we propose a user defined SDP attribute for negotiated-delay:

a=3gpp-negotiated-delay:<delay-value>

where <delay-value> denotes the delay negotiated by the network in milliseconds. 

The delay-value can be assigned the value of 0. A value of 0 denotes that the transfer delay is unspecified (i.e., it cannot be guaranteed). For interactive and background traffic classes, the network doesn’t provide any transfer delay. Hence, in those cases the negotiated delay SDP attribute shall be 0.

3.2 Synchronization Skew

The 3gpp_sync_skew SDP attribute defines the maximum allowed synchronization skew value which the sender expects the receiver to use for the multimedia session. 

The 3gpp_sync_skew attribute can be used at both session level and media level.

The 3gpp_sync_skew attribute is defined as 

a=3gpp-sync_skew:<value>

where <value> denotes the sync_skew in milliseconds.

3.2.1 Usage Rules for Synchronization Skew
The parameter 3gpp_sync_skew can be specified in the SDP at the session level and at the media level. Its usage is governed by the following rules.
(1) At the session level, the 3gpp_sync_skew attribute shall be used with the group attribute defined in [2]. The group attribute indicates to the receiver the streams (identified by their mid attributes) to be synchronized. The 3gpp_sync_skew attribute shall follow the group: LS line in the SDP.  

(2) At the media level, the 3gpp_sync_skew attribute shall assume a value of 999999999 only (another conventional value could also be defined). It indicates to the receiver that this particular media stream should not be synchronized with any other media stream in the session. The use of mid attribute of [2] is optional in this case. If mid attribute is used for any other media in the session, then it is mandatory to use mid with this media line also according to [2]. Otherwise, it is not necessary to tie the 3gpp_sync_skew attribute with mid attribute.
(3) When the 3gpp_sync_skew attribute is defined at both session level (with the group attribute) and media level, then media level attribute overrides the session level attribute. Thus if the 3gpp_sync_skew attribute is defined at the media level, then that particular media stream is not to be synchronized with any other media stream in the session (even if the 3gpp_sync_skew is defined at the session level for this media stream).

3.2.2 Examples

The SDP below illustrates how to use the 3gpp_sync_skew attribute with the group attribute. The 3gpp_sync_skew attribute indicates to the receiver that it should use 500 msec as the maximum value of synchronization skew between the two streams identified by mid=1 and mid=2. 

       v=0

       o=Laura 289083124 289083124 IN IP4 one.example.com

       t=0 0

       c=IN IP4 224.2.17.12/127

       a=group:LS 1 2

       a=3gpp_sync_skew:500

       m=audio 30000 RTP/AVP 0

       a=mid:1

       m=video 30002 RTP/AVP 31

       a=mid:2

       m=audio 30004 RTP/AVP 0

       i=This media stream contains the Spanish translation

       a=mid:3
The SDP below gives an example of the usage of 3gpp_sync_skew attribute at media level. In this example, the MPEG-4 video stream should not be synchronized with any other media stream in the session.

v=0

 o=Laura 289084412 2890841235 IN IP4 123.124.125.1

 s=Demo

 c=IN IP4 123.124.125.1

 m=video 6001 RTP/AVP 98

 a=rtpmap:98 MP4V-ES/90000

 a=3gpp_sync_skew:999999999
 m=video 5001 RTP/AVP 99

 a=rtpmap 99 H2.63/90000

 m=audio 6001 RTP/AVP 98

 a=rtpmap:98 AMR
3.3 ABNF Definitions

3.3.1 Negotiated delay attribute
Negotiated-delay = “a” “=” “3gpp-negotiated-delay” “:” negotiated-delay-value

negotiated-delay-value = 1*DIGIT

3.3.2 Synchronization Skew

Synchronization-Skew = “a” “=” “3gpp_sync_skew” “:” skew-value

skew-value = 1*9DIGIT
4. application signaling considerations

In this section we describe how the defined SDP parameters are signaled during session setup. 

4.1 Negotiated delay

The calling party can include the new SDP parameters in the UPDATE method (as part of the SDP). The called party can include the new SDP parameters in the 200/OK, which is sent in response to the UPDATE method.

The negotiated delay attribute is an indication to the called party (via UPDATE) that this is the granted transfer delay that the calling party has negotiated with its radio network. It is possible that the value of the negotiated delay from the called party (via 200/OK) can be different from that of the calling party (i.e., it can be higher or lower) depending on the value negotiated by the calling party network.

4.2 Synchronization Skew

The calling party (or the initiator or offerer of the multimedia stream) can include the 3gpp_sync_skew attribute in the SDP which is carried in the initial INVITE message. Similarly the called party can include its own 3gpp_sync_skew attribute in the 200/OK message. 

There are no offer/answer implications on the 3gpp_sync_skew attribute. The 3gpp_sync_skew attribute in the calling party SDP is only an indication to the called party the level of synchronization that needs to be maintained. Similarly the 3gpp_sync_skew attribute value from the receiver is an indication to the sender of the level of synchronization it needs to employ in the specified media streams.  The 3gpp_sync_skew attribute value can be different for the sender and the receiver.
5. Discussion

The signaling of transfer delay parameter from sender to receiver during the session set up phase enables the receiver to negotiate a reasonable transfer delay value from its own network to maintain the synchronization skew. But this does not mean that the synchronization skew value can be calculated from the transfer delay. The transfer delay only signifies the delay the packets will encounter in the radio netowork, whereas the synchronization skew is the application desired skew (delay) that needs to be maintained during the multimedia session. They are at different layers. Thus both the parameters needs to be signaled during the session set up phase and the transfer-delay parameters along with the synchronization skew parameter enables the receiver of the multimedia stream to request appropriate values from the network.
One may ask the question: is it sufficient to signal only the transfer delay from sender to receiver and not use the synchronization skew parameter for an optimal user experience? The answer is clearly NO, because the application will continue to have no knowledge of the inter-relation of the two streams to synchronize and about the level of maximum skew tolerance between the media, resulting in a “standard” media synchronization behaviour and a consequent “standard” packet dropping behaviour with negative consequences on the user experience.

6. Conclusion

With this document Nokia proposes two SDP attributes which, when signaled during session set up in a multimedia call, can result in better user experience and can use network resources efficiently. The user experience is enhanced when the desired level of synchronization is maintained between the media streams. Nokia proposes that these two SDP attributes be included in the technical specification for MTSI work item in Rel. 7.
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Total Delay = PDA+ D-ULA+D-CN+D-DLB+PDB


PDA     = Processing delay at UE-A (encoding)


D-ULA = Uplink delay 


D-CN= Core Network delay


D-DLB= Downlink delay


PDB= Processing delay at UE-B (decoding)


PDA, D-CN & PDB can be assumed to be negligible.
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