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1 Introduction
Clause 7.2.2.2 in TS 26.114 [1] specifies objective performance requirements that speech jitter-buffer implementation used in IMS Multimedia Telephony shall meet. In this contribution the specified  objective performance requirements are discussed and more clarification regarding them are provided.
2 Objective performance requirements for JBM

2.1 Jitter buffer delay criterion
The jitter buffer algorithm should have minimal impact on the end-to-end delay experienced by the user. Hence, to evaluate the jitter buffer algorithm we can measure either (i) the delay introduced by the jitter buffer to each of the speech packets or (ii) we can measure the jitter buffer occupancy at every instant. While these two metrics are co-related, the first measure, the delay incurred by the speech packets contributes directly to the end-to-end delay experienced by the user. 

The delay incurred by all speech packets inside the jitter buffer can be defined as the elapsed time from the moment the packet enters the jitter buffer to the time it is released by the jitter buffer to the speech decoder. This is illustrated in Figure 1.
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Figure 1: Jitter buffer status at different points in time.

In the top part of Figure 1, packet N is received from the network at time t1, and in the bottom part, packet N is released by the jitter buffer to the speech decoder at time t2. Hence the total delay experienced by packet N is t2-t1 sec. A similar value can be calculated for each packet received by the jitter buffer. Notice from Figure 1 that the jitter buffer size can be different at different times, where it can be observed that the jitter buffer size at time t1 is m+1, while it is k+1 at time t2 (k!=m). This implies that the delay experienced by different packets can be potentially different. 
Hence, it should be apparent that during a VoIP call, the packet delay experienced will span a delay distribution. This delay distribution will be a function of (i) packet jitter on the channel (ii) the jitter buffer algorithm. When comparing two different jitter buffer algorithms, the packet jitter on the channel is held constant, hence the difference in packet delay distribution will only be a function of the jitter buffer algorithm. Since one of the objective of the jitter buffer should be to minimize the end-to-end delay, a jitter buffer which concentrates more packet delay probability mass at lower values should produce better performance when end-to-end delay is considered. This is illustrated in Figure 2 and 3.
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Figure2: Jitter buffer delay CDF: Test JB performing better than the reference JB.
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 Figure3: Jitter buffer delay CDF: Test JB performing better than the reference JB at some delay values.

In Figure 2, it can be observed that the performance of the test JB is better than that achieved by reference JB at all delay values. For e.g., in the reference JB, 60% of the packets have packet delays lower than 50ms, however, for the test JB 68% of the packets achieve this target. Since the test JB performs better than the ref JB at all delay values, it is straight-forward to come to the conclusion that the test JB meets the objective performance requirement.

Figure 3, illustrates a more interesting case. Here at low delay values, the test JB achieves better performance than the reference JB. However at higher delay values, it achieves worse performance. In order to cover this case we can consider allowing the test JB to deviate from the values produced by the ref JB, i.e, thresholds can be specified for each packet delay values. This curve “JB threshold” is illustrated in Figure 3 as a dotted yellow line. The test JB must achieve better performance than the JB threshold values.
Delays incurred by speech packets will have higher granularity than 20ms, as the values are dictated by the TTI granularity at the physical layer (which is 2ms for HSPA) and the time scaling algorithm. However, maintaining such a fine granularity for the delay distribution CDFs can result in data sparsity. Hence it recommended that the packet delays are rounded to closest 5 ms value.
2.2 Jitter induced concealment operations
2.2.1 Losses versus erasures
In TS 26.114 jitter loss rate is defined as 

jitter_loss_rate=late_loss+re-bufferings+buffer overflow

where, late_loss is the total amount of speech packets which are discarded by the jitter buffer as they did not meet jitter buffer’s delay criteria, buffer_overflow is the total amount of speech packets which are discarded by the jitter buffer as there was no memory space in the jitter buffer, i.e., the jitter buffer was full. While these two components can be clearly defined, it is much more difficult to define the re-buffering criteria (as mentioned in TS 26.114, it is yet to be defined).

Counting only these packet losses components might not necessarily give us the complete picture. Let us consider the following two examples.
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Figure 4: Effect of losses on speech erasures. Two frames are lost, however, the speech decoder is only fed one erasure.

The effect of a single erasure occurring when multiple packets are lost is illustrated in the example in Figure 4. Packet 2 is lost over the air and packet 3 is discarded by the jitter buffer as it arrives two late. However, as can be seen from the playback, only one erasure is fed to the speech decoder. 
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Figure 5: Effect of losses on speech erasures. Only one frame is lost, however, the speech decoder is fed two erasures.

The effect of multiple erasures occurring when a single packet is lost is illustrated in the example in Figure 5. Packet 5 is lost over the air and a erasure is fed to the decoder. At the end of the first erasure, packet 6 has not yet arrived hence an additional erasure is fed to the decoder. Hence, we observe that a single packet loss can cause multiple erasures to be fed to the speech decoder.
Hence it might be more appropriate to consider further elaboration of this performance requirement. Instead of defining just one metric, we can split this metric into two metrics (i) jitter_loss_rate and (ii) speech_decoder_erasure_rate which are defined below
jitter_loss_rate=late_loss+buffer overflow
where, late_loss is the total amount of speech packets which are discarded by the jitter buffer as they did not meet jitter buffer’s delay criteria, buffer_overflow is the total amount of speech packets which are discarded by the jitter buffer as there was no memory space in the jitter buffer, i.e., the jitter buffer was full
speech_decoder_erasure_rate=(erasures fed to the speech decoder by the jitter buffer – number of channel errors)/total number of speech frames

where, erasures fed to the speech decoder by the jitter buffer is the total number of erasures fed to the speech decoder by the jitter buffer, number of channel errors is the total number of packet drops on the channel and  total number of speech frames is the number of 20ms speech packets generated for the duration of the simulation.    
Notice that, we do not need to include the re-buffering component into above metrics, since the effect of re-buferring is implicitly captured in the speech_decoder_erasure_rate metric.
2.2.2 Erasure runs
Counting just the average number of erasures will not provide the true effect of erasures on the speech quality.  Consider the following case where the average number of erasures is the same

1. Single erasures are distributed evenly throughout the call

2. Erasures appear in bursts during the call

It is highly likely that the speech quality in the first case will be better to the speech quality in the second case. 
In order to capture this effect it might be required that in addition to only finding the average erasure rate, the histogram of erasure lengths also needs to be counted to get a more accurate understanding of the effect erasures has on speech quality. 
3 Recommendation

Adopt the following 2 proposals.
Proposal 1

Modify the “Jitter buffer delay criteria” subsection in Clause 7.2.2.2 of TS 26.114 as follows
Jitter buffer delay criteria

The reference JBM algorithm will set the performance requirements for the set of channels.  The JBM algorithm under test shall meet these performance requirements. The performance requirements shall be a threshold for CDF of packet delay introduced by the JBM. The JBM algorithm shall exceed the CDF threshold for each of the delay values. The packet delay CDF is defined as:
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Proposal 2
Modify the “Jitter induced concealment operations” subsection in Clause 7.2.2.2 of TS 26.114 as follows
Jitter induced concealment operations (tbc)

The total packet losses due to the JBM are defined as the jitter loss rate:

jitter_loss_rate=late_loss+buffer overflow


The total erasures experienced by the speech decoder due to the JBM are defined as speech_decoder_erasure_rate:
speech_decoder_erasure_rate=(erasures fed to the speech decoder by the jitter buffer – number of channel errors)/total number of speech frames 
The total allowed jitter-buffer-induced amount of concealment operations shall be less than TBD %.
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