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0. Introduction

TR 26.935 provides information on the performances of default speech codec in packet switched conversational multimedia applications. The transmission of IP/UDP/RTP/AMR packets over the UMTS air interface (DCHs) was simulated using the Conversational / Speech / UL:46 kbps+DL:46 kbps / PS RAB coming from TS 34.108 v4.7.0 

During TSG  SA#27 Tokyo [SP-050089],  the new work item of “Performance Characterization of VoIM over HSDPA/EUL” is approved. The goal of the work item is to test the codec performance when VoIP is supported by HS-DSCH  in the DL and EDCH in the UL. To start the project, a draft of a framework addressing the fundamental issues essential to the project is presented in the following, with the purpose to trigger a thorough discussion on the issues and to achieve consensus on every aspects of the evaluation.   Due to the complexity of  HSDPA/EDCH  as compared to DCH/DCH,  many issues addressed here are still pending on the decisions of RAN2 and of other 3GPP groups. Therefore, the following text is subject to future completion and modification by all companies.


1.Test System Overview

The goal of the test system is to enable MOS tests of point-to-point conversational voice services in a representative UMTS system supporting VoIP over HSDPA/EDCH.  From radio channel point of view, the most challenging configuration for the mostly used conversational services in VoIMS  is the mobile-to-mobile connection. Therefore, the test is designed to characterize the performance of VoIP for this special configuration and, in particular, a point-to-point service.  The test system will include two independent links in opposite directions, used by the two parties of an active conversation, respectively. The two parties of the conversation are referred to as A and B, respectively. Thus, the entities of the test system occur always in pair, and the configuration of the link A-to-B and B-to-A are identical, reflecting the symmetry of the conversational connection. 

The principle of the design of the test system is the balance of the fidelity to the reality and the feasibility of the implementation. The UMTS system and the IP network with the designated channel types and protocols  will be simulated  by means of  digital computers. It is therefore important that a design of the test system allows for the verifications and repetitions, so that the correct implementation in software can be achieved with the highest probability.  To this end, a modular design would be the preferred.

Considering the fact that HARQ and ROHC introduce sources of delay jitters for the packets in both directions,  it is necessary to implement them in two modules.  Besides, the speech lab and the IP/Core network are both independent of RAN in nature, it is reasonable to divide the entire test system into 4 separate entities: 

· RN simulator, 

· IP/Core network simulator, 

· VoIP simulator and 

· speech lab.  

This division results in 6 interfaces in each direction, as shown in Fig.1. On the high level, each entity has the following respective function:

· Radio Network (RN) Simulator:  It simulates the performance of the protocol layers RLC/MAC/PHY for the downlink and the uplink, in order to produce statistic impacts of  the air interfaces on the RLC packet stream.  It is noted that the RN simulator defined here is a sub-set of the RAN defined in the UMTS and it aims at capturing the RAN impacts that are essential to the VoIP performance characterisation.

· IP/Core  Simulator:  It simulates the routing through a loaded IPv6 network, in order to capture the impairments of packet loss and delay.   For the purpose of testing the conversational services, only two entry/exit pairs for the IP core network are needed: One entry/exit for RN(A) and the other entry/exit for RN(B).

· VoIP Simulator:  It simulates  the VoIP specific functions between the sound cards and the RAN simulators, which comprises speech encoder/decoder,  AMR/RTP/UDP/IP/PDCP packetizing/depacketizing,  robust header compression/decompression for both party A  and party B of a conversation, etc.  Physically, the two ends of the VoIP are located in the SRNC and belong to MAC-d entities of the two conversation parties, respectively

· Speech Lab: It performs MOS  tests on the AMR/AMR-WB under the network conditions simulated by VoIP, RN and IP/Core.  Each side of the conversation uses a sound card of the same built.   The requirement for the test material and the test subject can be taken from TR26.935.

Figure 1: Architecture of the Test System
The division of the test system into relatively independent entities serves the purpose of clear concept.  The modular structure allows for off-line simulation of each identified entities independently. However, the designated conversational test requires the availability of the simulated radio carrier in a real-time manner. The real-time simulation of the entire system may be hardware limited due to the complexity of the RN simulator. In such case, a combination of the off-line simulation of the RN and the on-line simulation of the VoIP can be considered. This is justified by the fact that a continuous stream of RLC PDUs  can be produced by the RN simulator  regardless of the payload, so that the result can be used for later real-time simulation of VoIP simulator in conjunction with the speech test.    
1.1 Agreements on Test Bed to be simulated
It was agreed to perform simulations in “Partial Real Time 2” as described in [15]. Specifically, 

· a VoIMS sender comprising of input capture (e.g. microphone), AMR encoder, RTP packetization and IP stack, operating in real time; and

· a VoIMS receiver comprising of IP stack, RTP de-packetization, AMR decoder with appropriate jitter handling and an output devise (e.g. headphone), operating in real time

will be used simulate each user in live conversational testing. 

Further, it was agreed to 

· obtain error-delay profiles (including error mask and time of delivery in milliseconds) for at least 10 minutes, generated using offline system simulations of RAN and IP networks in other TSGs. Two sets of error-delay profiles are required. One for Uplink and one for Downlink.
· use the above error-delay profiles to inject delays and packet losses in the VoIMS traffic in an error insertion devise running in real time.

It was agreed to use the above setup to design appropriate test plan for carrying out conversational tests for VoIMS over HSDPA/EUL. The following tests were considered, but were left open for further discussion.

· Land to mobile calls

· Mobile to land calls

· Mobile to mobile calls.
2. Delay and Jitter

The objective of the project is to evaluate the impact of delay and loss of speech frames on the experienced quality of the given speech codec. This can only be accomplished by simulating a reference model. The simulator proposed above will not suffice to serve as a reference system unless the static part of the delay is given. This is because a system simulator is not a system implementation, and as such, requires modeling of those details, verbatim simulation of which is unpractical, prohibitive, unnecessary or impossible. Another reason is the fact that a fixed delay value would simplify the implementation of the simulator without loss of the validity of the simulation result. 

The overall delay (from the input of microphone in A to the output of sound card B, or reversely) consists of the delay of  the air interface as well as the  networks. The predominant issue that distinguishes VoIP from voice service on circuit switched network  is the variation of the delay with respect to a fixed delay value, which is referred to as jitter.  In order to capture the impact of jitter on the performance of VoIP, a proper assumption about the overall delay budget is necessary for the simulation.  

As reference,  the following values are extracted from [11]:

	Entity
	Delay [ms]

	Uplink including Iu
	84.4

	SRNC
	10

	DRNC
	12

	Down link including Iu
	71.8


Table 1:  Delay budget of an end-to-end connection according to [11]
There are some clarifications on this table due: 

· The values are estimated based on a reference architecture with a given topology of RAN;  caution shall be taken when interpreting the number in a general context.

· The values are determined as maximum value, i.e. it already includes the variation of the delay values by means of margins.

· The terrestrial component of the RAN is assumed AAL3, which may produce a different  delay value at the switches when IP routing is considered, depending on the implementation of the IP within RAN.

· The air-interface assumed for the RAN is not based on shared channel access, such as HSDPA and EDCH.  Neither does it assume IP as transport protocol. Hence the estimated delay has not taken into account the added delay due to scheduling, added headers due to VoIP,  reduced delay due to ROHC and the delay jitter due to  HARQ.  

The simulator needed for the current project has to model all these effects, in order to evaluate the performance of VoIP properly. The simulation model proposed in the last section intends to isolate components in the test system that generates jitter. Being a model of such a real system, the simulator needs to have a minimum delay D_min, which models the delay generated by the system and shall be set by the simulation, as well as a maximum delay D_max, which is used as the upper bound for admission of received packets during the simulation. The range between the minimum delay and the maximum delay is the range in which the simulation may produce the measured instantaneous delay values for each speech frame if it is not lost. Thus, the simulated delay value is

X=D_min+Y,

where Y is the stochastic variable representing the jitter.  The packet is declared of being received when X is  in the interval [D_min, D_max] .

The D_min value shall come from the system requirement.  According to [12] in the worst case it is

D_min=150 ms.

The D_max value shall come from the common sense about whether a received speech frame with the given delay is still useful for the given speech decoder. As this value is only useful in terms of the simulation in collecting the statistics, it should be determined on a codec-by –codec basis, although [12] has a 400 ms  for it in worst case.
3. RN Simulator 

High Speed Downlink Packet Access (HSDPA) is based on techniques such as adaptive modulation/coding and hybrid ARQ to achieve high throughput. The new channel HS-DSCH is terminated in the Node B and is applicable only to PS domain RABs. MAC-d is retained in the S-RNC, while a new entity, MAC-hs located in Node B, is introduced to host the functionalities of hybrid ARQ, rate selection, and HS-DSCH scheduling.

EDCH for the uplink has the same features of fast rate scheduling, hybrid ARQ, and adaptive coding in addition to DCH.  It is managed by a new entity MAC-e and terminated in Node B, while another new entity MAC-es is introduced in S-RNC to manage the re-ordering of data from different MAC-d’s.   The relation is shown in Figure 2: MAC structure applicable to VoIMS

Figure 2: MAC structure applicable to VoIMS via HSDPA/EDCH

The simulator will simulate primarily the functionalities of MAC-hs and MAC-e for the downlink and uplink, respectively. Therefore, the same type of scheduler needs to be assumed on both RN(A) and RN(B).  Scheduling for VoIP is crucial in the downlink over the shared HS-DSCH, however VoIP can simply operate as a non-scheduled transmission (NST) in the uplink. As the purpose of the present test is not to estimate the network capacity, rather the voice quality of an average user,  the assumption of a round robin scheduler in the downlink seems to fulfil both the requirements of simple implementation of the simulator and of achieving average performance. 

A simple implementation of RN simulator consists of the following components: 

· Radio Access Bearer:  Mechanism of the protocols involved should be implemented as assumed by the given RAB. For the physical layer radio bearer the BLER of the physical channel corresponding to the given RB deployed at the given UE location with the given mobile speed will be measured for instantaneous Ec/Nt, and recorded for use by the system level simulation. The RAB's are chosen to be the following:

For the downlink the RAB is [tbd]

For the uplink the RAB is [tbd]

· Cellular Network:  This consists of assumptions of the cell structure, channel models deployed, traffic load, antenna, locations of users, etc.  Interactions between a reference user and the Node B is to be simulated here, for which the buffer configuration, the scheduler algorithm, the delay budget, number of users, etc. are needed.  This simulator comprises the functions of Node_B and Iu interface, a part of the radio access network that is extensively simulated in 3GPP-RAN working groups. However, the simulation work done for the pure capacity has a different scope than here. The focus of the present work item is to test a single connection that is representative for the service provided by the network and the final test method is the listening test instead of statistic description. For this reason, the radio network simulator shall produce sequence of coherent samples of error and delay events,  which different objective of the simulator designed to evaluate the capacity or the channel quality based on statistic evaluation.  The setup, the parameters and the working assumptions need to be designed specifically for this purpose. The expected major result of the simulation is a sequence of error and delay events with associated attributes necessary for the further processing.  Details of the simulation assumptions can be found in Appendix A.  

· Packet Stream: Payload traffic of the reference user will be mapped to the bearer by adding RLC/MAC headers and extracted from the radio bearer by stripping the RLC/MAC header. The stream of packets is sent in order and received with labels indicating the receive status: 

· Lost if not received within given time limit

· Delayed with respect to a reference time

· Segmentation/Assembly of the RLC packets, if applicable

· Re-synchronisation or set-up, if applicable

The PDCP/IP/UDP/RTP/AMR packets at interfaces A11 and B11are given to the transmission buffer of the RLC protocol working in UM. The RLC may segment the given bits to make RLC SDUs, and add RLC headers (sequence number and length indicators). By assumption, one IP packet is placed into an RLC PDU that is filled up with padding bits.  

In order to simplify the implementation and facilitate the typical continuous speech tests, the design of the simulation should target on steady state of the connection. This implies the ignorance of the procedure of  re-synchronization and set-up during the simulation. Depending on the assumptions, issues of the packaging, the segmentation and re-assembly can also be ignored in case the AMR/AMR-WB frame fits into the RLC-SDU. The given time limit for the determination of the packet loss during the simulation comes from the delay budget planning, which simulates the implementation of the queuing buffers.

Payload exchanged at the interfaces are:

· A21, B21:  PDCP  packet with ROHC  received in sequence

· A31, B31: IP packets  delivered in sequence

· A32, B32: IP packets  received  in sequence

· A22, B22:  PDCP  packets with ROHC delivered in sequence
5. IP/Core Simulator

A network based on IPv6  will be simulated. The input of the simulator consists of in-sequence IP packet and the output consists of a stream of IP packet with disorder and holes. The content of each IP packet is provided by the VoIP simulator (A)  at the input and the output IP packets are delivered to VoIP simulator (B) with proper attributes of delay and loss.

Payload  exchanged at the interfaces are:

· A31, B31: IP packets received in sequence

· A32, B32: IP packets delivered out of sequence
The IP packets are uniquely identified with a RLC PDU,  when each AMR/AMR-WB speech frame is conveyed by a single RLC PDU. This assumption would simplify the implementation.

6. VoIP Simulator

This part covers the actions of PDCP/AMR or PDCP/AMR-WB. The PDCP entity is assumed to map to two RLC –UM entities, each used for one of the two directions of the conversation, as shown in Figure 3.  The payload  exchanged at the interfaces are:

· A11, B11: speech frames received in order

· A21, B21: PDCP packets  (RLC SDU) delivered in order

· A22, B22: PDCP packets  (RLC SDU) received in order

· A12, B12: speech frames delivered in order within the given time limit
For the conversational tests, the AMR will encode the speech at  the designated rate in accordance with 26.101.  The resulting frame becomes then the payload of  RTP/UDP/IP/PDCH. Following TS 26.236 the RTP payload format should follow bandwidth efficient mode defined in RFC-3267, and one speech frame shall be encapsulated in each RTP packet. Header compression according to RFC 3095 and TS 25.323 will be simulated as part of  the PDCP  protocol.  For the VoIP test we are only interested in the normal operation of the PDCP, not the session set-up signalling. Hence, the scenario we consider to simulate within PDCP for the test should exclude:

· Context Relocation. The implication is that we do not need to consider the sequence number of the PDCP layer, a limitation of the local repair capability. But it helps us to focus on getting the pure ROHC operation.   Physically, that is consistent with the assumption that no hand-over for the reference mobile will be simulated.

· Lossless RLC PDU size change.  This is equal to assume that the RAB remains the same during the call.  The assumption reduces the simulation complexity for the RN simulator.



Figure 3: Protocol stacks in VoIP entity
Consistently, only two PDU Formats will be considered:

· PDCP-No-Header PDU

· PDCP Data PDU

  A decision is to be made in conjunction with other parameters in this context. The simulation of ROHC operation aims at the implementation of the state machine, Figure 4.


Figure 4:  State machine of the compressor operation.

Clearly, the transition depends on the lower layer quality. By QoS assured delivery, the compressor can be maintained in SO state during the call duration with the given probability. The simulation should assume steady state in SO.   We also assume the operation mode of ROHC to be R (Reliable). That means it involves feedback.  Assumed,  PDCP-No-Header PDU, the simulator delivers/receives to/from the RN simulator the RLC PDU, which consists of  header and payload as following:
RLC SDU = ROHC feedback header + ROHC base header + ROHC extension header + UDP checksum + AMR payload
By assumption of steady state of R mode operation, the header would contain only 1 byte R-0, 2 bytes ACK and 2 byte UDP checksum. For the simulation of the reference mobiles, there are two possibilities:

· Allow state transition between FO and SO. This would require simulation of coupled up-link and down-link. 

· Disallow state transition between FO and SO. This is equal to assume that the state transition is a rate event such that it does not occur during a typical call. Then, the feed back from the de-compressor would contain ACK only.  Hence, the up link and the down link can be simulated independently.    

For the capacity simulation, the coupling of the up link and down link can be ignored.    

Techniques are known of capable of mitigating the impact of the delay jitter that can be implemented on the receiver in a autonomous manner [14].  Such a technique can be deployed in a VoIMS system to improve the performance and, as such, be included in the simulation. Logically, this adds an additional layer in Figure 3 to account for the DSP operation of the speech frames.
7. Speech Laboratory

The function of the speech laboratory is 

· To generate speech frames

· To process the speech into appropriate format 

· To encode the speech frames using the voice coder under test

· To send the coded frames over the interface  A11 and  B11, respectively

· To receive the coded frame over the interface A12 and B12, respectively

· To process the received speech frames into appropriate format

· To decode the processed received speech frames using the same voice coder under test

· To generate the MOS for the data base

· To evaluate the MOS results based on agreed upon statistic method

The scope of the test encompass the AMR and AMR-WB.   
7.1 Test Methods

tbd

7.2. Test Condition for AMR 
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Table 7: Test conditions for AMR-NB (Note A)
	Cond .
	Background noise in Room A
	Background noise in Room B
	Experimental factors

	
	
	
	Radio cond. (SDU Error Rate), (Note B)
	Radio codn.

(Chan.type)
	IP Conditions (Packet Loss), (Note B)
	Mode (Note C)
	Delay (Note B)
	Variable Delay due to HARQ retransmissions (Note B)

	1
	No
	No
	
	Veh.A-30/120
	
	6.7 kbit/s 
	
	

	2
	No
	No
	
	Veh.A-30/120
	
	12.2 kbit/s 
	
	

	3
	No
	No
	
	Veh.A-30/120
	
	12.2 kbit/s
	
	

	4
	No
	No
	
	Veh.A-30
	
	6.7 kbit/s
	
	

	5
	No
	No
	
	Veh.A-30
	
	12.2 kbit/s
	
	

	6
	No
	No
	
	Veh.A-30
	
	12.2 kbit/s 
	
	

	7
	No
	No
	
	Veh.A-3
	
	6.7kbit/s
	
	

	8
	No
	No
	
	Veh.A-3
	
	12.2kbit/s
	
	

	9
	No
	No
	
	Veh.A-3
	
	12.2 kbit/s
	
	

	10
	Car
	No
	
	Veh.A-3
	
	12.2 kbit/s
	
	

	11
	No
	Car
	
	Veh.A-3
	
	12,2 kbit/s 
	
	

	12
	Cafeteria
	No
	
	Veh.A-3
	
	6.7 kbit/s
	
	

	13
	No
	Cafeteria
	
	Veh.A-3
	
	6.7 kbit/s
	
	

	14
	Street
	No
	
	Veh.A-3
	
	12.2kbit/s
	
	

	15
	No
	Street
	
	Veh.A-3
	
	12.2kbit/s
	
	


Note A: Agreement that no more than 20 conditions need to be defined
Note B: Values for the specified column is not yet defined
Note C: Needs to be verified if the following modes need to be added in the test conditions – 4.75, 5.9, 7,4
Table 8: Noise types for AMR-NB

	Noise type
	Level (dB Pa )

	Car
	60

	Street
	55

	Cafeteria
	50


Table 9: Test details for AMR-NB

	Listening Level
	1
	79 dBSPL

	Listeners
	32
	Naïve Listeners

	Groups
	16
	2 subjects/group

	Rating Scales
	5
	

	Languages
	3
	TBD

	Listening System
	1
	Monaural headset (flat response in the audio bandwidth of interest: 50Hz-7kHz). The other ear is open.

	Listening Environment
	
	Room Noise: Hoth Spectrum at 30dBA (as defined by ITU-T Recommendation P.800: Annex A, section A.1.1.2.2.1 Room Noise, with table A.1 and Figure A.1), except when background noise is needed (see Table 8 of this TR).


7.3. Test Condition for AMR-WB 

tbd.

 7.4. Test Arrangement

tbd.

8. Interfaces

The physical composition of the test system is depicted in Fig.1.  It shows that an end-to-end connection  between A and B consists of the following chain of entities:

· Sound card (A)

· VoIP (A) 

· RN(A) simulator

· IP/Core simulator

· RN(B) simulator

· VoIP (B)

· Sound card (B)

The figure, however, is not informative about  the logical relation between the protocols that are spread in all entities. Figure 5  visualizes  the logical relations among the components. It helps to clarify the scope of each component simulators.


Figure 5:  Logical Relations between simulator entities and protocols.  Color code:


For the convenience of verification, it is of great advantage to implement the system component-wise.  Thus,  the interfaces between the component simulators have to be specified.  As indicated by Figure 5 and Figure 1,  the physical interfaces are instances of 3 logical interfaces, respectively:

· Interface 1 ={A11,A12,B11,B12}:    the interface between sound card and VoIP

· Interface 2 = {A21, A22, B21, B22}: the interface between VoIP and RN

· Interface 3 ={A31, A32, B31, B32} : the interface between IP/Core and RN

The interfaces determine the information to be exchanged between the adjacent entities in the simulator and are specified in the following.

8.1. Interface 1
This interface exchanges information regarding operation of the protocol stacks AMR/RTP/UDP/IP/PDCP/RLC and the operation of rate selection. One of the issues is the coherence of the actions when off-line simulation method is used. Since each entity is simulated independent of others and the output files of the simulation are used in a later time, the consistency of the channel conditions and the selection made by AMR at a given moment cannot be warranted unless careful measure is taken.  

One of the measures to maintain the coherence is to restrict the AMR/AMR-WB to a pre-selected single data rate for each test. This approach is justified by the fact that the enhanced uplink and downlink have already provided sufficient control and adaptation mechanism at the lower layers, so that the channel condition experienced by the interface 1 is sufficiently stable and would hardly require rate switching. The original concept of AMR is targeted at the balance between the individual voice quality and overall capacity. But when we fix the number of the supported users in our simulation in order to test the probe user’s voice quality,  the capacity-quality  trade-off would not occur for the simulated cases. Hence, the testing of individual coder from the AMR/AMR-WB would be sufficiently informative about the VoIP performance for the give simulation set-up.

 
8.2. Interface 2

The output file of the RN simulator at this interface consists of 3 columns of the following entries for a stream of RLC  PDUs:

	Sequence Number (int)
	Loss Indicator (binary)
	Accumulated Es/Nt after HARQ (dB)
	Time Stamp (int)

	0
	1
	 ..
	0TTI

	1
	1
	..
	1TTI

	2
	0
	..
	2TTI

	…
	…
	..
	…


Table 3: Data format of interface 2

8.3. Interface 3
The transportation of the IP packet depends on the nodes traversed by the datagram  within the IP/Core network. What really maters here is the delay and the loss of the packet due to the routing. This requires the IP/Core, based on a given topology [tbd] and traffic load [tbd], to generate a sequence of random events at A31 and B31, respectively, reflecting the relative delay and the loss of the packet fed into the network at A32 and B32, respectively. Alternatively,  the delay and the loss can be generated by an appropriate analytical model [tbd].  The file generated by the IP/Core at the interfaces A32 and B32 shall have the following format:

	Sequence Number (int)
	Loss Indicator (binary)
	Time Stamp (int)

	0
	1
	0TTI

	1
	1
	1TTI

	2
	0
	2TTI

	…
	…
	…


Table 4: Data format of interface 3.
9.  Simulation Parameters and Metrics

 
9.1 Delay

For the down link, the over-the-air delay of a speech frame is defined as the latency between the time a MAC-d PDU carrying a speech frame enters the MAC-hs priority queue in the Node-B and the time the MAC-d PDU is delivered (after reordering by the MAC-hs) to the UE. Similarly, for the up link, the over-the-air delay of a speech frame is defined as the latency between the time a MAC-d  PDU carrying a speech frame enters the MAC-d of the Node-B.

The delay of the network is the time consumed by a packet, while staying within the network. Therefore, it is counted as the time difference between the entry and exit of the network.

The delay value for each connection is measured as the sum of the over-the-air delay for the up link and down link plus the network delay and the processing delay at both ends, when the value is within the delay budget.  
9.2 Outage

A speech frame is declared to be lost if one of the following is true:

· The MAC-d PDU is discarded at the Node-B transmitter due to expiration of the MAC-hs discard timer

· The MAC-d PDU is transmitted but not successfully received post-HARQ

· The MAC-d PDU is successfully received after a specified delay bound

The MAC-hs discard timer and the MAC-hs T1 timer should be set appropriately for the given the over-the-air delay budget.    

9.3 Carrier-to-Noise Ratio

For the RN simulation, it is necessary to provide the link quality corresponding to the RLC packet. The accumulated Es/Nt  after the completion of HARQ will be used as the Carrier-to-Noise ratio for the associated RLC packet.

9.4. System Load

The system load here refers to the number of users in the simulated area that can be supported with a given outage and delay constraint. This metric shall be fixed for each simulation run. In order to obtain this number,  it is necessary to perform a capacity simulation for each given codec rate, from which the following table will  result:  

	AMR Frame Type
	Coverage [probability]
	Over-the-Air Delay Budget
	System Load (#users)

	0
	..
	
	

	1
	..
	
	

	…..
	..
	
	


Table 5:  System Load used in the simulation.

In addition, the location of the UE’s in the system shall be randomly located but fixed for all the simulations. This requires a reference ASCII files documenting the locations of the Node_B and the UE’s for the simulator to use across all tests.

10. Dependencies of Project Steps

A few subjects in the porject can be performed in parallel, but the majority of the project can only be performed in sequence. The dependency between different steps is shown in the following:


Figure 6: Project Flow
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A.1. Network Parameters

	Parameter
	

	UMTS BS Nominal TX Power [dBm]
	43

	P-CPICH Tx Power [dBm]
	33

	UMTS BS Overhead TX Power [dBm] including paging, sync and P/S-CCPCH
	34 

	UMTS UE TX Power Class [dBm]
	21

	UMTS UE Noise Figure [dB]
	10

	BS Antenna Gain [dBi]
	17.1

	MS Antenna Gain [dBi]
	0

	Shadowing Standard Deviation [dB]
	8

	Path Loss Model: COST 231
	-136+35.22*log10(d), d in km

	Shadow Site to site Correlation
	50%

	Other Losses [dB]
	8

	UMTS BS Antenna

    pattern

    beamwidth [degrees]
	per TR 25.896 v6.0.0 A.3.1.1

65

	Propagation Channel Mixture for loading users
	25% AWGN

37% PedA 3 kph

13% PedA 30 kph

13% VehA 30 kph

12% VehA 120 kph

	Propagation Channel for the Reference UE
	Case 1: PedA 3 kph

Case 2: VehA 30 kph

Case 3: VehA 120 kph

	Ec/Io Admission Threshold
	-18 dB

	RSCP Admission Threshold
	-115 dBm

	Number of Node Bs
	19 Node Bs/57 cells 

	Locations of the Reference UE
	Geometrical centre of each sectored cell 

	Cell layout
	3-Cell Clover-Leaf

	Inter-site Distance [m]
	2500

	Frequency
	1990 MHz

	
	

	
	


A.2. Traffic Assumptions (example: AMR 7.95)

	Parameter
	

	User-Plane Traffic Model

    Vocoder Type

    Vocoder Voice Model
	100% VoIP

AMR 7.95

Markov Process with 50% activity (transition probability = 0.01)

	Overhead : RTP payload (AMR bandwidth efficient mode)
	4 bits CMR

6 bits TOC per aggregated speech frame

7 bits padding for octet alignment 

(assuming no aggregation)

	Overhead: RTP/UDP/IPv6 uncompressed header
	60 bytes

	Overhead: RLC-UM
	2 bytes

	ROHC
	1 byte R-0,  

2 bytes UDP checksum (will be zero bytes with UDP-Lite)

	ROHC
	Resynchronization ignored

	RTCP
	Not modeled

	SIP
	Not modeled

	SID Frames
	Not transmitted

	Effective Data Rate with no RTP layer aggregation
	10.8 kbps

	MAC-d PDU Size

	216 bits (one speech frame per MAC-d PDU)


A.3. Other Assumptions 

	Parameter
	

	UMTS Time Modelled [s]
	180

	Number of Simulation Runs 
	9

	UE Category
	5

	Receiver Type
	Rake
 with Mobile Receive Diversity from 2 Antennas

(2 Rx correlation =  0.5,    mismatch 2 dB)

	Associated DPCH Data Rate
	 3.4 kbps, SF 256

	Associated DPCH Activity Factor
	5%

	HS-SCCH Channel Model

    Number

    Errors Impact HS-DSCH Decoding

    Power Allocation
	Depends on loading

Yes

Fixed Offset

	HSDPA Scheduler Implementation 


	Round Robin    

	Mobility Model
	Static location for UE   

 

	Downlink Over-the air Delay Budget [ms]
	90

	E-DCH Scheduling
	Non-scheduled transmission 

	E-DCH TTI length
	Both 10ms and 2ms TTI

	E-DCH max number of HARQ transmissions
	2 Tx for 10ms TTI

6 Tx for 2ms TTI


A.4. Simulation Methodology

The system simulation is dynamic and includes explicit modelling of fast fading, power control, CQI generation, scheduling of users, etc. Channels that connect different transmit/receive antenna pairs are generated at the UMTS slot rate (1500Hz). The instantaneous SINR seen at each receiver is computed at the slot rate. Virtual decoders map a sequence of slot rate SINRs to block error events at the TTI rate for each physical channel. The virtual decoders must generate the same statistical block error events as the true decoders operating on a bit by bit basis in a link level simulation for the same TTI rate for each physical channel under consideration.
Inner and outer loop power control loops are explicitly modelled for the associated DPCH. The OVSF code and transmit power resources consumed by the associated DPCH and HS-SCCH channels are modelled dynamically. Errors made in HS-SCCH decoding are taken into account in determining whether the corresponding HS-DSCH transmission is decoded correctly. 

The system simulation attempts to model sufficiently the MAC-d PDU flow and performance from the NodeB to the UE.  Thus, the system simulation is considered an “over-the-air” model and does not capture impairments beyond the NodeB to UE subsystem 
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