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6.3 Associated Delivery Procedures

[Editor’s note: This clause should specify the post delivery procedures e.g. ptp repair and content reception verification/reporting]
6.3.1
Introduction

Associated delivery procedures describe general procedures, which start before, during or after the MBMS data transmission phase. They provide auxiliary features to MBMS user services in addition, and in association with,  MBMS delivery methods and their sessions. Those procedures that shall only be permitted after the MBMS Data transmission phase may also be described as post-delivery procedures.
To enable future backwards compatibility beyond 3GPP MBMS release 6 specifications, the clauses 6.3.1 and 6.3.3 specify generic and extensible techniques for a potentially wide range of associated delivery procedures.

Clause 6.3.2 specifies the post-delivery procedures that are included in release 6, and are initiated only after an MBMS data transmission phase.
This specification describes these associated delivery procedures:

· File repair, for post-delivery repair of files initially delivered an MBMS download session
· [Editor’s note: Content reception verification/reporting is to be discussed in SA4]
These procedures are enabled by establishing a point-to-point connection; and using the MBMS session parameters, received during User Service Discovery/Announcement, to communicate the context (e.g., file and session in question) to the network and the MBMS sender infrastructure. To avoid network congestion in the uplink and downlink directions, and also to protect servers against overload situations, the associated delivery procedures from different MBMS UEs shall be distributed over time and resources (network elements). 

An instance of an “associated procedure description” is an XML file that describes the configuration parameters of one or more associated delivery procedures. 

6.3.1.1
The Associated Procedure Description

An associated procedure description instance (configuration file) for the associated delivery procedures may be delivered to the MBMS clients 

· during a User Service Discovery / Announcement prior to the MBMS Download delivery session along with the session description (out-of-band of that session), or 

· in-band within a MBMS Download delivery session. 

The most recently delivered configuration file shall take priority, such that configuration parameters received prior to, and out-of-band of, the download session they apply to are regarded as “global defaults”, and configuration parameters received during, and in-band with the download session, overwrite the earlier received parameters. Thus, a method to update parameters dynamically on a short time-scale is provided but, as would be desirable where dynamics are minimal, is not mandatory.

During the User Service Discovery / Announcement Procedure, the associated procedure description instance is clearly identified using a URI, to enable UE cross-referencing of in and out-of-band configuration files




The MIME application type ”application/mbms-associated-procedure-parameter” identifies associated delivery procedure description instances (configuration files). 

In XML, each associated delivery procedure entry shall be configured using a “procedure” element. All configuration parameters of one associated delivery procedure are contained as attributes of a “procedure” element. The “label” attribute of a “procedure” element identifies the associated procedure to configure. The associated delivery procedure description is specified formally as an XML schema below.

6.3.2
Post-delivery Procedures

6.3.2.1
File Repair Procedure

The purpose of the File Repair Procedure is to repair lost or corrupted file fragments from the MBMS download data transmission. When in multicast/broadcast environment, scalability becomes an important issue as the number of MBMS clients grows. Three problems must generally be avoided:

· Feedback implosion due to a large number of MBMS clients requesting simultaneous file repairs. This would congest the uplink network channel;

· Downlink network channel congestion to transport the repair data, as a consequence of the simultaneous clients requests.

· Repair server overload, caused again by the incoming and outgoing traffic due to the clients’ requests arriving at the server, and the server responses to serve these repair requests 
.

The three problems are interrelated and must be addressed at the same time, in order to guarantee a scalable and efficient solution for MBMS file repair.

The principle to protect network resources is to spread the file repair request load in time and across multiple servers. 

The MBMS client 

1. Identifies the missing 
data from an MBMS download

2. Calculates a random back-off time and selects a server randomly out of a list

3. Sends a repair request  message to the selected server at the calculated time.

Then the server 

1. Responds with a repair response message either containing the requested data, or alternatively, describing an error case.

The random distribution, in time, of repair request messages enhances system scalability to the total number of such messages the system can handle without failure.
6.3.2.1.1          Identification of Missing 
Data from an MBMS Download

[Editor’s note: Some short text needed about identification of which symbols, blocks and files are corrupted and which it wants to fill the gaps. This should include the distinction between missing file data, missing encoding symbols and encoding symbols transmitted with repair data.]
6.3.2.1.2          Back-off Timing the Procedure Initiation Messaging for Scalability

This clause describes a back-off mode for MBMS download to provide information on when a receiver, that did not correctly receive some data from the MBMS sender during a transmission session, can start a request for a repair session. In the following it is specified how the information and method a MBMS client uses to calculate a time (back-off time), instance of the back-off mode, to send a file repair message to the MBMS server. 

The back-off mode is represented by a back-off unit, a back-off value, and a back-off window.  The two latter parameters describe the back-off time used by the MBMS client.

The back-off unit (in the time dimension) defaults to seconds and it is not signalled. 

The back-off time shall be given by an offset time (describing the back-off value) and a random time period (describing the back-off window) as described in the following clauses. 

An MBMS client shall generate random or pseudo-random time dispersion of repair requests to be sent from the receiver (MBMS client) to the sender (MBMS server). In this way, the repair request is delayed by a pre-determined (random) amount of time. 

The back-off timing of repair request messages (i.e., delaying the sending of repair requests at the receiver) enhances system scalability to the total number of such messages the system can handle without failure.
6.3.2.1.2.1
Offset time

The OffsetTime refers to the repair request suppression time to wait before requesting repair, or in other words, it is the time that a MBMS client shall wait after the end of the MBMS data transmission to start the file repair procedure. An associated procedure description instance shall specify the wait time (expressed in back-off unit) using the “offset-time” attribute.

6.3.2.1.2.2
Random Time Period

The Random Time Period refers to the time window length over which a MBMS client shall calculate a random time for the initiation of the file repair procedure. The method provides for statistically uniform distribution over a relevant period of time. An associated procedure description instance shall specify the wait time (expressed in back-off unit) using the “random-time-period” attribute. 

The MBMS client shall calculate a uniformly distributed Random Time out of the interval between 0 and Random Time Period. 

6.3.2.1.2.3
Back-off Time

The sending of the file repair request message shall start at Back-off Time = offset-time + Random Time, and this calculated time shall be a relative time after the MBMS data transmission. The MBMS client shall not start sending the repair request message before this calculated time has elapsed after the initial transmission ends.
6.3.2.1.3             File Repair Server Selection

6.3.2.1.3.1 
List of Base-URIs

A list of file repair servers is provided by a list of base-URIs as attributes of the associated delivery procedure description. These attributes and elements specify the base URIs of the point-to-point repair servers. Base-URIs may also be given as IP addresses, which may be used to avoid a requirement for DNS messaging. The base-URIs of a single file repair configuration file shall be of the same type, e.g. all IP addresses of the same version, or all domain names. The number of URIs is determined by the number of “baseURI” elements, each of which shall be a child-element of the “procedure” element. The “baseURI” element provides the references to the file repair server via the “server” attribute. At least one “baseURI” element shall be present.
6.3.2.1.3.2 
Selection from the Base-URI List

The MBMS client randomly selects one of the base-URIs from the list, with uniform distribution.
6.3.2.1.4
File Repair Request Message

Once missing 
data is identified, the MBMS client sends one or more messages to a repair server requesting transmission of the relevant data. All point-to-point repair requests and repair responses for a particular MBMS transmission shall take place in a single TCP session using the HTTP protocol [REFERENCE TO HTTP 1.1].

The timing of the opening of the TCP connection to the server, and the first repair request, of a particular MBMS client is randomised over a time window as described in the above clauses. If there is more than one repair request to be made these are sent immediately after the first. 
6.3.2.1.4.1             File Repair Request Message Format

[Editor’s note: the contribution S4-040276 has been agreed at the SA4#31 meeting. Specification text is to be provided]
6.3.2.1.5 File Repair Response Message
6.3.2.1.6
Server Not Responsing Error Case

In the error case where a UE determines that the its selected repair server is not responding it shall return to the base-URI list of repair servers and uniformly randomly select another server from the list, excluding any servers it has determined are not responding. All the repair requests message(s) from that UE shall then be immediately sent to the newly selected file repair server.

If all of the repair servers from the base-uri list are determined to be not responding, the UE may attempt an HTTP GET to retrieve a, potentially new, instance of the session’s Associated Procedure Description; otherwise UE behaviour in this case is unspecified.
A UE determines that a file repair server is not responding if any of these conditions apply:

1. The UE is unable to establish a TCP connection to the server

2. The server does not respond to any of the HTTP repair requests that have been sent by the UE (it is possible that second and subsequent repair requests are sent before the first repair request is determined to be not-responded-to). 
3. The server returns an unrecognised message (not a recognisable HTTP response)

4. The server returns an HTTP server error status code (in the range 500-505)
6.3.2.2
Delivery Verification Procedure

[Editor’s note: This clause should specify the delivery verification procedures]
6.3.3
Extensible xml-Schema for Associated Delivery Procedures

Below is the formal XML syntax of associated delivery procedure description instances.

<?xml version="1.0" encoding="UTF-8"?>

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema" elementFormDefault="qualified">
<xs:element name="mbms-associated-procedure-description-instance">



<xs:complexType>




<xs:sequence>





<xs:element name="procedure" minOccurs="1" maxOccurs="unbounded">




<xs:complexType>







<xs:sequence>








<xs:element name="baseURI" minOccurs="1" maxOccurs="unbounded">









<xs:complexType>










<xs:attribute name="server" type="xs:anyURI" use="required"/>









</xs:complexType>








</xs:element>







</xs:sequence>







<xs:attribute name="label" type="xs:string" use="required"/>







<xs:attribute name="wait-time" type="xs:unsignedLong" use="required"/>







<xs:attribute name="max-back-off" type="xs:unsignedLong" use="required"/>

<xs:anyAttribute processContents="skip"/>






</xs:complexType>




</xs:element>



</xs:sequence>


</xs:complexType>

</xs:element>
</xs:schema>
6.3.3.1
Enumerations


The “Server” attribute (type “xs:anyURI”) shall only take on base URI values and not give the URI resource part.
“Label” value = {“PostFileRepair”}

[Editor’s note: for release 6, label is expected to include at least {“PostFileRepair”, “ReceptionReport”}
6.3.3.2
Example Associated Delivery Procedure Description Instance

<?xml version="1.0" encoding="UTF-8"?>

<mbms-associated-procedure-description-instance

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 





  

xsi:schemaLocation="http://www.example.com/mbms-associated-descrition.xsd">
<procedure label="PostFileRepair" offset-time="5" random-time-period="10">
<baseURI server="http://mbmsrepair.operator.umts/"/>
<baseURI server="http://mbmsrepair1.operator.umts/"/>
<baseURI server="http://mbmsrepair2.operator.umts/"/>
</procedure>

</mbms-associated-procedure-description-instance>
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