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1. Introduction

In this contribution, we propose to take advantage of the flexibility of 3G bearers to optimize video encoders and improve performance of 3GPP multimedia services.  We show that performance improvements include:  
i) Lower latency, 

ii) Robustness to channel errors and 

iii) Ability to mitigate the adverse effects of bandwidth expansion due to IP header overhead.

2. Optimizing Video Streams for Delivery over 3GPP Bearers
2.1 Restrictions Video delivery and Encoders

We impose certain restrictions on the video encoders and bitstreams, to take advantage of the flexibility of 3GPP bearers and optimize video delivery. These restrictions can be summarised as follows:

1. Synchronous delivery of video. Video is captured at a constant frame rate at the camera and delivered at the same frame rate to the user. For example, video at 10 frames per second requires one video frame to be delivered once every 100 ms. 

2. Encoders generate fixed size SDUs from a set of payload sizes supported by RAN2. SDUs include video slices or NAL units and the associated RTP/UDP/IP overheads.
 We consider the case of DCH with 20 ms TTI, resulting in SDU sizes of 160, 80, 40 and dtx for every TTI. As lower layers are enhanced, such restrictions on encoders can be relaxed for further improvements.

ITU and MPEG specify video decoders normatively and leave encoders for innovation to ensure interoperability across applications and market segments. The restrictions proposed here are standards compliant and improve effciency for 3GPP services, while retaining the benefits of standards compliant decoders.
2.1 Delay considerations of VBR encoded streams on CBR channels

Video encoders such as H.263, H.264/AVC, MPEG-4 etc. are inherently variable rate (VBR) in nature because of predictive coding; and also due to the use of variable length coding (VLC) of many parameters. Real time delivery of such bitstreams over constant bitrate (CBR) channels is accomplished by traffic shaping with buffers at the sender and receiver. For a constant frame rate display of such streams, playout needs to be delayed to avoid decoder buffer underflow. This introduces additional delay due to buffering (e.g. it takes longer to transmit I frames compared with that for P frames). 
Appendix A presents an analysis of this buffering delay. It is demonstrated that this buffering delay can eliminated if the channel can support multiple transmission rates, instead of one constant rate.  The buffering delay is one second in the example presented.
2.2 Support for multiple constant rates in 3GPP bearers
Consider 64 kbps assignmet for DCH. Using block sizes typically included in the set of reference configurations on which the GCF test cases are based, DCH can support payload sizes of 160, 80, 40 and 0 (dtx) bytes. If the encoder is made aware of the payload sizes at session initiation, it can choose appropriate sizes based on source characteristics. Consider a video delivery rate of 10 frames per second. This implies a given video frame can contain atmost five slices, each of size 160, 80, 40 or 0 bytes as illustrated in Figure 3.  This results in a spectrum of 20 unique frame sizes, every 100 ms.
Appendix B presents an example of restricting encoder to the above set of “explicit bitrates” (EBR). It is demonstrated that for a small loss in compression efficiency (compared with the upper limit of VBR compression efficiency), EBR streams offer significant improvements in error resilience to packet losses. PSNR gains of up to 2 dB are seen in the Foreman example. This is a byproduct of aligning application packets to PDUs as each PDU loss corresponds to exactly one SDU loss.
2.3 Bandwidth Expansion due to IP Overheads
The issue of bandwidth expansion due to RTP/UDP/IP overheads has been discussed extensively in 3GPP and other SDOs. In this proposal, the dynamic fields of the IP headers (e.g. RTP Timestamp, RTP Sequence Number, etc.) become predictable, because of the “synchronous delivery” restriction.  In the example presented in Appendix B, the RTP SN is incrimented once every TTI (e.g. 20ms) and RTP TS is incrimented once every 
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 units of TTI (e.g. 5 slots for 10 fps). If an SDU is not received in a TTI, it can be assumed to be lost due to channel errors or congestion. This suggests two simple solutions to mitigate bandwidth expansion. (1) RTP/UDP/IP need not be carried over the air to improve spectral efficiency
 (2) IP headers compressed using ROHC become highly predictable and less variable. 
We argue that synchronous delivery of video simplifies the task of provisioning header compression in lower layers.

3. Conclusions
In this contribution, we show that EBR constraints on video encoders enable efficient delivery of video streams over 3GPP bearers. These benefits include i) lower latency, ii) robustness to channel errors and iii) simple solutions to manage bandwidth expansion due to IP headers [3].
4. Recommendations

· Review and adopt the optimizations presented here for Packet Switched Conversational Services TS 26.234

· Investigate the applicability of the proposed optimizations for MBMS and PSS.
5. References
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[2] 3GPP TS 25.101

[3] Garudari, H., Sagetong, P, Nanda, S., “Video Delivery over Wireless Neteorks”, ACM Multimedia  MM’04, New York, NY, USA, October 10–16, 2004
Appendix A: Delays due to buffering VBR streams
To illustrate the buffering delay due to the variable bitrate (VBR) nature of video encoding, consider the transmission plan for a typical sequence encoded at an average bit rate of 64 kbps and transmitted over a 64 kbps CBR channel, shown in Figure 1. In order to avoid buffer underflow at the decoder, the display (play out curve marked ‘Display’) needs to be delayed. In this example, the delay is 10 frames or 1 second for a desired display rate of 10 fps. 

The delay 
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 due to buffer underflow constraints can be computed as follows:
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where

B(i)  
= Buffer occupancy at the encoder in bytes at frame i 

R(i)   
= Encoder output in bytes for frame i 

C(i)   
= No. of bytes that can be transmitted in frame interval i
f 
= Desired number of frames per second

BW(i) 
= Available bandwidth in bits at frame interval i 

Note that for the special case of CBR transmission, 
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In order to avoid decoder buffer starvation during the entire presentation, play out has to be delayed by the time required transmit maximum buffer occupancy at the encoder.
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The denominator in the above represents the average data rate for the entire session duration I. For a CBR channel assignment, the denominator is C. 

For the EBR case, if the aggregate channel bandwidth for a given 100-ms duration is greater than the frame size i.e.  
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, there is no buffering delay. Then, it follows that the buffer occupancy at the encoder is 0, as data can be transmitted as it arrives. That is,
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Note that video frames typically span multiple TTI slots.  If we are able to vary C(i) over the K slots so that all of R(i) can be transmitted, then the delay 
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 due to buffering is 0, as as B(i) is 0.
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Figure 2 illustrates the transmission example for a typical EBR stream encoded at an average rate of 64 kbps. Here, buffering delay is 0, but delays due to encoding, decoding and transmission are still present. However, these are typically much smaller when compared to the VBR buffering delay.
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Appendix B: Compression Efficiency of EBR compared with VBR
Figure 3 shows EBR delivery scheme for a channel with 20 ms TTI. There are 4 possible rates (including dtx) for every TTI. For a 10 fps delivery, we have at most 5 chances to deliver a video frame, resulting in a spectrum of 20 unique frame sizes. As the number of explicit rates increases, EBR compression efficiency approaches that of VBR, without incurring the VBR buffering delays.
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Figure 3 EBR Structure for Video
Figure 4 presents rate-distoriton performance of VBR and EBR encoding for H.264 baseline. constraint_set1_flag was set to 1, to disable ASO/FMO. For VBR encoding, slice mode was enabled with 160 bytes for the slice size. For EBR, the there is an upper limit of 5*160=800 bytes for I frames. It can be seen that the EBR looses some compression efficiency compared with that for VBR. Note that VBR compression efficiency is the upper bound, as there are no restrictions of the instantaneous data rate and I frames are allowed to be much larger.  
The Figure 4 also shows EBR and VBR performance with 1% PDU loss on the uplink and uncorrelated 1% PDU loss on the downlink. The error masks were generated as described in Appendix C, for 64 kbps assignement of DCH. The resulting error mask for 1% PDU loss was flipped in time and OR’ed with the original, to simulate realistic conditions in PSC. It can be seen that EBR performance can be up to 2 dB better than VBR at some operating points.
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Figure 4 EBR and VBR Compression Efficiency. Foreman, QCIF, 10 fps, 30 frame I-refresh
Appendix C: Genration of PDU loss Error Masks
This section presents the methodology used to generate PDU loss error masks.

Modeling Methodology

Frame decoding error events are generated in a link-level simulation. A link-level simulation is run and the decoding successes of each TTI block are recorded in the form of ‘0’ and ‘1’ for each TTI, thereby producing an “error mask”. The error mask is then fed into the video simulation to model air interface errors. In those simulations all the bits carried in an application layer packet containing the PDU are discarded when the error mask indicated that the block is in error. This is typically one RTP/UDP/IP packet containing the block that was in error. 

The error masks are generated with 16kbps, 32kbps, 48kbps, 64kbps and 128kbps.  The MBMS services can be transmitted on physical channel S-CCPCH or DPDCH. The difference between S-CCPCH and DPDCH is given as follows:

· S-CCPCH: No power control is assumed and the Node-B is sending with constant power. Single transport channel mapping is assumed, i.e., all bits on S-CCPCH are used for MBMS. Spreading factor and number of symbols per slot are given in Table 1.

Table 1 S-CCPCH channel parameters

	Rate
	Spreading Factor
	Slot Format
	S-CCPCH Bits/80ms TTI

	16kbps
	128
	6
	4560

	32kbps
	64
	8
	8640

	48kbps
	32
	10
	18240

	64kbps
	32
	10
	18240

	128kbps
	16
	12
	37440


· DPDCH: Both inner loop and outer loop power control are enabled.  MBMS services are mapped to DTCH, while signaling messages are sent on DCCH. DTCH and DCCH are physically transmitted on DPDCH. In this simulation it is assumed that DCCH is always present and DCCH rate is 3.4kbps as given in 34.108[1]. Rate matching attributes for DTCH and DCCH are assumed to be the same, in other words, the code rate of DTCH and DCCH are the same.

Table 1 DPDCH channel parameters

	Rate
	Spreading Factor
	DTCH Bits/20ms TTI

	16kbps
	64
	766

	32kbps
	64
	1592

	48kbps
	32
	3861

	64kbps
	32
	3939

	128kbps
	16
	8361


The channel model is case 2 channel from 25.101[2]. The channel profile is given as:

In Table 3.

Table 3 Propagation Channel Models

	Case 2, speed 3 km/h

	Relative delay [ns]
	Relative mean power [dB]

	0
	0

	976
	0

	20000
	0


Geometry: -3 dB.

· The geometry is the ratio of the average total received power from the cells in the active set to the average of all other received power. The geometry is therefore some measure of the location of the user, in term of C/I.

· -3dB geometry corresponds to a greater than 90% cell coverage.

Active set size: 1

· In the case if the user does see more than 1 cell in the active set, selection combining or soft combining can be used to achieve better performance.

· S-CCPCH: the operating Tx power yields 1% BLER

· DPDCH: Outer-loop target BLER: 1%
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� In this contribution, we consider zero byte overhead due to RTP/UDP/IP headers. When ROHC is used, the availble payload sizes will be x bytes smaller, where x is the upper limit on ROHC compressed headers. 


� . This is similar to Header Removal in Service Option 60 for VoIP services in 3GPP2.
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