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1. Introduction

In this document, we analyse the complexity and performance of RS codes as a candidate for application layer FEC for MBMS download and streaming.

2. Complexity of RS Codes

In this document, we present the results of our experiments with software based RS codes implemented in Series 60 Symbian platform running on a NOKIA phone available today in the market.
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Figure 1: Systematic Interleaved Packetization: The dotted line shows a single codeword consisting of K data symbols and (N-K) FEC/parity symbols

Simulation Setup

· The packetization scheme shown in Figure 1 is used to encode a media file of size 3 MB.

· The symbol size is 8 bits (1 octet). Thus N = 255. 

· We used three different FEC overheads: 10%, 20% and 30%. Corresponding values of K are 232, 212, and 196 respectively. 

· The packet size S = 500 bytes.

· We used the open-source C implementation of RS codes based on Vandermonde matrices [1]. This code is extended to implement the packetization scheme shown above.

· The C-code is ported directly onto the Symbian platform running on a NOKIA phone. 

· No optimisations specific to Symbian platform to speed-up the decoding operations were attempted. It is likely that an optimised Reed-Solomon decoders would have significantly faster decoding times that the ones given in this contribution.

Decoding Procedure

· The following sequence of operations are performed:

1. Read N packets (one transmission block) of FEC-encoded data at a time RAM memory. 

Note: The maximum size of each transmission block is 255*500 = 125 Kbytes. The individual packets that are read from the memory according to the error-pattern used.

2. Decode one block of FEC-encoded data to output K packets of media data

3. Write the K decoded media data packets back into flash memory or memory card.

4. Repeat Steps 1,2 & 3 till all the transmission blocks are decoded.

· At the end of the process we'll have the decoded media file in the flash memory of the phone or memory card.

· We measured the time taken for decoding and summarized the results in Table 1. Note: The times presented are for the entire file of size 3 MB. 

Results

· We considered FEC overheads of 10%, 20% and 30%.

· Three cases are considered for each overhead, based on the error-pattern used.

Note that we used systematic RS codes. In each transmission block of N packets, the first K are data packets and the next (N-K) are parity packets.

· WORST: When exactly (N-K) data packets are lost in each transmission block. Note that the decoding time of RS codes depends on the number of data packets lost. The RS code can successfully decode a block when the total number of lost packets in a block is less than or equal to (N-K). If all the lost packets are data packets, then the RS decoder has to reconstruct (N-K) packets. So this case gives the highest decoding time.

· 1% Packet Loss: 1% of all packets are randomly lost (uniform distribution). The lost packets could be either data packets and parity packets or both.

· 10% Packet Loss: 10% of all packets are randomly (uniform distribution). The lost packets could be either data packets or parity packets or both.

Table 1: RS decoding time measurements on a phone for the entire media file of 3MB

	Case
	FEC Overhead

(N-K)/K

%
	Decoding Time

(s)
	Decoding Time/Download Time over 64kbps bearer

(%)

	WORST
	10%
	7.35
	1.6993%

	
	20%
	13.65
	2.8928%

	
	30%
	19.76
	3.8656%

	1% Packet

Loss
	10%
	0.703
	0.1625%

	
	20%
	0.687
	0.1456%

	
	30%
	0.656
	0.1284%

	10%Packet

Loss
	10%
	Undecodeable
	N/A

	
	20%
	6.55
	      1.3910%

	
	30%
	6.172
	1.2078%


Analysis of Results

· For the worst case when the FEC overhead is 30% and all packets lost are data packets, the decoding time is 19.76 seconds. 

· The downloading time for a 3 MB media file with 30% FEC overhead over a 64kbps bearer is approximately 3*1024*1024*8*(1+30/100) /64000 = 510 seconds.

· The decoding time for the entire file is only   3.87% of the downloading time. Note that this assumes an amount of packet loss and FEC that is much higher that what would be seen in practice.

· For a typical cases of 1% and 10% overall packet loss, the decoding time is about 6.55 seconds that is negligible compared to the download time. 
· Thus we observe that, in practice, the un-optimized implementations of the RS codes can be decoded in a small fraction of download time,
3. MBMS Streaming with RS Codes

The buffer latency requirement for streaming applications is a major limiting factor for the block size of FEC. 

Block size considerations

For a 64 kbps streaming application and a 5s buffer latency, the block size must be less than or equal to 64000*5/8 = 40 KB. If packets of size 500 bytes each are used, this corresponds to N = 80 packets, which can fit into a single block.

We compare the performance of RS codes with the erasure correcting codes that belong to the family of LDPC codes. They include LDGM codes [2], Raptor Codes [6] etc. These codes need slightly more number of received packets for successful decoding than the number of packets. This excess is sometimes referred to as reception overhead [6] or decoding inefficiency [2]. For example, LDGM codes are shown to have a reception overhead of 9%, Raptor codes are claimed to have a reception overhead of 2%, etc. 

For small blocks, RS codes are proven to perform better than the best LDPC-family codes because they have a decoding inefficiency of 0%, Hence RS codes are optimum for MBMS streaming.

Real-time FEC decoding

From the decoding time shown above, the decoding time of a block is only a fraction of the time needed to download the block of packets. Thus RS FEC-decoding can be done in real-time for streaming applications.

Note that in the case of streaming, the FEC overhead decreases the amount of media encoding rate to all receivers (even if they do not experience packet loss) and the amount of FEC should thus be limited.

4. FEC for MBMS Download: System Level Simulations

For file download applications, the entire FEC encoded file can be downloaded first to the slow memory (e.g., internal flash memory). Then N packets (one transmission block) at a time can be transferred to fast memory (RAM), decoded and saved back to the slow memory. 

With this scheme, we can interleave the packets across all the transmission blocks. For example, the transmission order of the packets could be as follows: Transfer the first packet of each block, then transmit the second packet of each block, then transmit the third packet of each block etc. This type of interleaving spreads the bursty packet losses among multiple transmission blocks so that a burst may not destroy an individual transmission block. The decoder has to de-interleave these packets back into their correct positions before decoding. 

Similarly for LDPC-family codes, encoding over the entire file i.e., having large K, gives the best performance. An interleaving scheme, such as the one suggested in [6] may be used to work with small fast memory.

Thus, for both RS codes and LDPC-family codes, we assumed that a slow memory to hold the entire FEC-encoded file is available, and decoding is done in the fast memory. Under this assumption, we performed system level simulations according to the guidelines in [5] and the following parameters.

Simulation Parameters

· File Size = 3 MB 

· Flute/UDP/IP Header Size = 44 Bytes

· SDU Size 

· 556 – 44 = 512 Bytes

· FEC Overhead: Varied from 0% to 40%
0% FEC Overhead corresponds to No FEC
· Transmission Overhead = FEC Overhead + (Flute/UDP/IP Header) Overhead
· 6 classes of users with packet loss rates and cell change losses defined in the permanent document on simulation guidelines [5] with a weight vector W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05} and W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}. The details of user class definitions from [5] are repeated below for quick reference:
The following 6 classes cover several combinations of link loss and cell change loss:
 Class     PDU BLER [%] Handover per minute
1            0.1                0
2            1                  0
3           10                  0
4            0.5                1
5            5                  1
6            1                  3
· Number of users simulated = 1000 for each class

FEC Parameters

· RS Code
· (N, K) Reed-Solomon Code

·  N = 255

·  K is varied according to the FEC Overhead, FEC Overhead = 100*(N-K)/K

· LDPC code with 2% decoding inefficiency

· (N, K) LDPC-family code

· K = 6144  (corresponding to the entire 3 MB file divided into packets of size S = 512 bytes)

· N is varied according to the FEC overhead, FEC Overhead = 100*(N-K)/K

· Decoding inefficiency of 2%, i.e. a file is declared decoded if at least K*(1.02) packets are received.
Results

In Figure 2 and Figure 3, we show the “Probability of Unsuccessful Decoding” as a function of “Total Overhead”.

· The X-axis shows the total overhead. It includes the FLUTE/UDP/IP header overhead of 44 bytes for each packet of 512 bytes. Thus for no-FEC (zero FEC overhead), there is a total overhead of 44/512 = 8.59%. 

· The Y-axis shows the Probability of unsuccessful decoding. This gives us an indication of what percentage of clients need PtP repair at the end of the MBMS session. For example, with RS codes at 15% total overhead, 10% of the clients need PtP repair at the end of the session.
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Figure 2: System Level Simulation Results for MBMS File Download over 64 kbps UTRAN bearer with Weight vector W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05}.
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Figure 3: System Level Simulation Results for MBMS File Download over 64 kbps UTRAN bearer with Weight vector W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}.

Analysis of the results

· RS codes work slightly better for low amounts of overhead.

· From Figure 2, for both RS codes and LDPC-family codes, there is no significant improvement in performance by improving the amount of overhead beyond 20% total overhead  

· To get absolutely successful decoding, the RS codes need to use 44% total overhead, whereas LDPC-family codes need to use 37% total overhead. If a carrier decides to use more FEC on the MBMS bearer to get absolutely successful decoding, then RS codes need 7% more overhead. Whichever the FEC scheme being used, the server would need to use a significant amount of FEC overhead if it hoped to decrease to a negligible amount the number of users needing point-to-point repair. If the operator were ready to use a very high amount of overhead, the incremental amount of overhead for RS codes compared to LDPC codes would anyway not be an issue at this point. 

· On the other hand, if the carrier decides to use PtP repairs in conjunction with the FEC, then it may use just 20% total overhead and then end up in the same number of PtP connections in both cases.

· The probability of unsuccessful decoding would change with the user classification and the relative weight vector used for the simulations as can be seen from Figure 1and Figure 3.

5. Conclusions

In this document, we presented the decoding time measurements when software-based RS codes are used for application layer FEC. The following conclusions can be drawn:

· RS codes are well established and tested for more than 30 years.

· For MBMS file download, we observed the decoding time is negligible when compared to the download time. These figures are obtained without any optimisations over a NOKIA Series 60 Symbian phone. Complexity is, therefore, not an issue with RS codes.

· RS codes perform as well as the best LDPC-codes at low error conditions where small FEC overheads are sufficient.

· RS codes need slightly more FEC overhead than LDPC-family codes if ALL users must be satisfied by FEC alone. However, instead of using excessive FEC to satisfy the users with worst channel conditions, it is a good system level decision to use moderate amounts of FEC overhead to cover most of the users and then use PtP repair connections to satisfy the few worst hit users.

· For streaming applications where FEC can be applied only on small blocks, RS codes are proven to be optimum. Moreover, we demonstrated that real-time FEC decoding is quite possible for MBMS streaming. 

· From implementation point of view, it is desirable to have the same FEC scheme for both file-download and streaming applications.

RS codes are very good candidates for application layer FEC for MBMS applications in Release 6.
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