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1. Introduction

At the SA4#29 meeting, FLUTE was agreed as a working assumption of the transport protocol for MBMS file download service[1].  Although FLUTE enables file delivery on unidirectional MBMS bearers and improves reliability with FEC technology, it cannot guarantee 100% reliability of file delivery.  In order to complement its defect, point-to-point repair mechanism is required to achieve reliable file delivery[2].  As shown in Fig. 1, MBMS clients that cannot reconstruct original file data delivered in a FLUTE session have a chance to receive the original file data by point-to-point repairing.
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Fig. 1  Point-to-point repairing in MBMS file download service.
This document proposes a simple point-to-point repair mechanism using HTTP, and also proposes a congestion avoidance mechanism.
2. Proposal on point-to-point repair mechanism using HTTP
We propose a simple point-to-point repair mechanism.  The proposal includes the following points.
· FDT (File Delivery Table) includes HTTP URLs for point-to-point repairing, and it also includes maximum access prohibit time before point-to-point connection setup for congestion avoidance.

· MBMS clients that cannot reproduce an original file object delivered in a FLUTE session wait a certain period calculated from the notified prohibit time, and request the original file object by HTTP, optionally including Range header.
Fig. 2 shows a delivery sequence example of our proposed point-to-point repair mechanism.  The sequence consists of four steps: FDT receiving, object receiving, point-to-point connection setup, and point-to-point repairing.  Each step is described in the following subsections.
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Fig. 2  Delivery sequence example of point-to-point repairing.
2.1. FDT receiving
FDT delivers metadata information, e.g. URI, content type, content size, about each file object.  These information is essential for MBMS clients to forward the received file objects to the appropriate applications and utilize them.  FDT itself is also delivered in a FLUTE session as TOI (Transport Object Identifier) = 0.
To enable point-to-point repairing, FDT also delivers an alternative HTTP URL for each object and the maximum access prohibit time for the point-to-point connection setup.  By receiving FDT, MBMS clients understand the above information and utilize it if they need point-to-point repairing.
Fig. 3 shows an example of FDT.  PtP-Repair attribute indicates the HTTP URL for point-to-point repairing, and PtP-Repair-Prohibit-Time attribute indicates the maximum access prohibit time before the point-to-point connection setup when point-to-point repairing is necessary.
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Fig. 3  Example of FDT
2.2. Object receiving

While receiving FDT, MBMS clients receive file objects delivered in the FLUTE session.  File objects are usually divided into plural packets and FEC may be applied here (no specific FEC is proposed in this document).
If the file objects are correctly reproduced at MBMS clients, the clients simply forward the file objects to the corresponding applications.  On the other hand, if the FLUTE session is closed (that is notified by LCT A field and B field) before some of the file objects are correctly reproduced, then the clients start point-to-point repairing as described below.
2.3. Point-to-point connection setup

Before starting point-to-point repairing, MBMS clients have to wait a certain period due to congestion avoidance.  The waiting time is calculated in the following equation.
waiting_time = prohibit_time x random_number
Here, prohibit_time is the maximum access prohibit time notified by FDT, and random_number is a random number generated uniformly between 0 and 1.  After waiting the calculated period, then MBMS clients start point-to-point repairing.
Note that this does not mean every terminal must start point-to-point repairing just after the calculated waiting time passed.  Some terminals may request user interaction before starting point-to-point repairing.  And if no PtP-Repair-Prohibit-Time attribute is described in FDT, the prohibit time is considered as 0.
2.4. Point-to-point repairing

Each MBMS client establishes an HTTP connection to the point-to-point repair server, and requests the file object.  The simplest approach is requesting the whole file object regardless of how much portions the client already received.  However, this leads to inefficient repairing, so it is recommended that HTTP Range header be used for point-to-point repairing.  By requesting the missing parts of the original file data, the total amount of data delivered by HTTP can be minimized.
Fig. 4 shows an example of delivery sequence using HTTP Range header.  Here, the object (3,000 byte) is divided into six 500-byte segments (x0, x1, x2, x3, x4, x5), and three parity FEC (p0, p1, p2) are created by XOR-operation.  Let us suppose the packets of x1 through x4 are lost at a burst during transmission.  The MBMS client cannot reconstruct the original file object from the correctly received packets (i.e. x0, x5, p0, p1, p2).  Then, the client requests only the part corresponding to the packet x1 (i.e. 500-999byte) by HTTP with Range header.  From the six packets (x0, x1, x5, p0, p1, p2), the client can recover all of the original segments, and reconstruct the original file object.
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Fig. 4  Example of point-to-point repairing using HTTP RANGE header.
Although an XOR-based FEC (e.g. LDPC, LT code) is assumed in this example, other FECs (e.g. Reed-Solomon) can be applied too.
3. Advantage
Advantage of the proposed mechanism is listed below.
· Since most of mobile terminals are equipped with HTTP/TCP protocol stack, any special protocol is required for point-to-point repairing.

· Any HTTP servers widely used in the Internet can work as the point-to-point repair server.  In addition, the server does not need to aware the packetization of the FLUTE session.  This leads to simple and economical operation for network operators.
· By using HTTP Range header, the data amount for point-to-point repairing can be minimized.  And this mechanism can be applied to any FEC schemes.
· Notifying the maximum access prohibit time in FDT can avoid network and server overload.  This parameter should be configured based on the expected number of receivers.
4. Conclusion
In this document, the point-to-point repair mechanism for MBMS file download service is proposed.  The mechanism applies HTTP, and optionally utilizes HTTP Range header for efficient repairing.  It is also proposed that the maximum access prohibit time is notified by FDT in order to avoid network and server overload.
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