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1 Introduction

This document describes a validation implementation and test results of the signalling for rate adaptation as specified in [1]. 

2 Overview of the implemented system

In [1], only the signalling needed for rate adaptation is defined. Different implementations may use the signalling in different ways. This document describes one possible implementation.

The goals for a rate adaptation implementation should be:

· Optimising the throughput through the network, i.e. avoid buffer underflow or overflow of the network buffers.

· Pauseless playback at the PSS client, i.e. avoid buffer underflow or overflow of the client buffers.

· Optimising the “quality”, i.e. transmit with the best content rate possible.

· Limiting the delays at the receiver and in particular avoid as much as possible the need for rebuffering.

In order to describe the implementation, we make the distinction between transmission rate and content rate. At any point of time, the transmission rate is “how much” is sent on the network. On the other hand, the content rate is “what” is sent on the network. Transmission rate control and content rate control are what regulate the behaviour of the server. When RTCP reports are received, the sender may adapt its current transmission and content rates based on the feedback.

The transmission rate control is based on the statistics available in the RTCP Receiver Report (RR). Through the statistics, the sender is able to estimate the network throughput and react accordingly.

There are many tools one may use to perform content rate adaptation. They generally fall into two categories: bitstream switching and bitstream thinning (the two of the them can be combined.) There can be many variants such as the number of bitstreams used, the types of frames used for switching, whether packets can be skipped, etc…

For validation purposes, the implementation described here uses a simple bitstream-switching scheme. The sender may take the decision to switch between bitstreams at I frames.

The server keeps track of the receiver buffer status through the OBSN reports. The sender uses this information to avoid underflow and overflow of the receiver buffer. The OBSN reports allows the sender to know how much playout time the receiver currently has (underflow condition) and how many bytes are in the buffer (overflow condition).

The server keeps in memory the following information about the packets it sends: sequence number, timestamp and size. The sender can delete this information after a packet has been played by the receiver (i.e. when it is not in the receiver buffer anymore).

In order to avoid buffer overflow, the server can estimate through the OBSN how many bytes are currently waiting for playout at the receiver. By comparing this value to the total buffer size signalled in the RTSP at the start of the session, it can derive if the receiver is close to overflow and should thus decrease its transmission rate. As explained above, the sender chooses its transmission rate in order to maximise the network throughput and to guarantee a pauseless playback to the PSS client. However, if the sender gets closer to the receiver overflow point, it will send at a lower rate than the optimum rate supported by the network in order to avoid the overflow.

In order to avoid underflow, the sender monitors the current receiver buffer delay. This can be estimated through the OBSN APP packet since the APP packet contains information about the next packet to be played out (OBSN field) and the delay until this packet will be played out. 

The basic idea for receiver underflow prevention is simple. If the buffer level in time decreases, the sender switches down to a lower content rate. Decreasing the content rate allows the sender to send packets earlier and increase the receiver buffer level again. Throughput variations because of varying network conditions (in particular handover) and network load can be significant. To this end, the sender aims at maintaining at least the target buffer level (in time). 

3 Test results over EGPRS

3.1 Parameters used for the simulations

Client: initial buffering of 8 seconds

Content: NASA video clip, duration 3 minutes (180 seconds). Pre-encoded at 3 different bitrates 20kbps, 35kbps and 50 kbps. The packet size is 300 bytes (excluding RTP/UDP/IP headers).

Server switching mechanism: upswitch or downswitch only on I-frames.

Rate adaptation parameters: 

· Buffer size: 115000 bytes

· Target buffer level: 12 seconds

RTCP interval: 1 second

Network: EGPRS (emulator)

Two timeslots (MCS-7 coding scheme) are used with RLC ACK mode.. The network load is divided into real-time traffic and non real-time traffic. In addition to the RTP application (real-time), there are two other mobiles with ON/OFF TCP traffic (non real-time) emulating the load that would occur because of Web Browsing.

The theoretical maximum channel bitrate at the radio layer when using two MCS-7 timeslots is 89.6 kbps, but because of protocol header overhead and RLC layer retransmission, the real available throughput is less.

Therefore, the RTP traffic will experience variations in bitrate because of both:

· Network conditions (and handovers)

· Varying network load

3.2 Results

The following plot shows the bitrate received by the receiver over time (averaged over 5-second intervals) and the adapted transmission bitrate. It can be seen that the transmission rate (blue curve) is adapted to the reception rate (red curve) through estimation of the network throughput.

There were three handovers during the run:

· At time 22 s that lasted for 2.2s

· At time 106s that lasted for 4.0 s

· At time 119 that lasted for 1.8s

Start of the handover periods are marked with vertical lines on the plot.

As a result of these handovers, the average bitrates were very low at these times.

The plot also shows the content bitrate, i.e. the bitstream (20kbps, 35kbps or 50kbps) selected by the server at a given time instant.
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The buffer duration is shown in the figure below.
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The target buffer level is 12s and is the minimum protection against throughput variation that the sender aims at providing. When the network conditions are good and the sender maximises the througput available from the network, the buffer duration will be higher than the target level.  

The buffer level in bytes is shown in the figure below.
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4 Conclusion

Despite high bandwidth variations, the sender is capable through the signalling for rate adaptation to control the receiver buffer level and thus provides a better end-user experience.
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