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1.
Introduction

One of the major issues to be solved for MBMS is reliable data transmission from the BM-SC to the UE. Individual retransmission of lost or erroneous data over a dedicated ptp channel may be a solution in case that there are not too many receivers requiring too much retransmissions. In any case, retransmissions shall be kept to a minimum to keep the overall cost for a broadcast and multicast services low.

For packet switched services, transmission errors, which are not corrected on physical layer and data link layer, result in loss of radio data blocks. In case of UDP/IP, lost data and/or erroneous data will be detected by parity check and as a consequence, the corresponding packet will usually be discarded. This contribution describes a flexible method for erasure coding at the BM-SC

· which eases the requirements on the data block error rate on the radio link layer,

· which allows to reconstruct a sequence of lost IP packets during cell change to a certain extend,

· which substantially reduces the need of ptp repair in case of reliable transmission requirements,

· which allows to adjust the redundancy overhead of the FEC to the IP packet loss rate in case of feedback on an uplink channel,

· which is capable to protect different data streams of a user service,

· which can be applied for both streaming services and download-and-play services,

· and which benefits from forwarding corrupted packets to higher layers.

The proposed method is based on Reed-Solomon codes (RS-codes), which are known to offer maximum erasure correction capability with minimum amount of redundancy. 

2.
Reed-Solomon Coding

Proposals for the use of outer coding with Reed-Solomon coding have been made also in other 3GPP working groups. For example, in RAN1 and RAN2, the focus has been mainly the study of outer coding in the UTRAN, i.e. as part of the MBMS Bearer Service (see [1 – 4]). This contribution is based on the use of outer coding in the BM-SC [5], i.e. as part of the MBMS User Service.
According to the symbol length of 8 bits (octets) we use RS codes defined over Galois field GF(28). The block size is N = 255 symbols with K source symbols and L = N – K parity-check symbols. RS codes are systematic codes and are capable of correcting both symbol errors and erasures, where in the latter case the location of an error is known. When there are r erasures and s erroneous symbols within a block, all data can be reconstructed, when the following condition is met:

2 s + r ≤  L.

In the following we restrict ourselves on packet erasures and therefore on the erasure correction capability of RS codes. 

An (N,K) RS code is capable to reconstruct L = N – K erasures, if the number of erasures does not exceed L, otherwise no reconstruction can be made at all. It is possible to shorten the code to an (N’,K’) code with N’ ≤ N, K’ ≤ K, K’ ≤ N’ and the new erasure correction capability of

L’ = N’ – K’ ≤  L.

This way K’ can be adapted to the size media data object and N’ can be adapted to the requirements with respect to the erasure reconstruction capability. Note, that for shortening the codes will still be calculated on the basis of (N,K).

3.
Proposed Erasure Protection Scheme
We consider an MBMS user service in which different types of media object are to be transmitted to the users who have activated this service within the broadcast or multicast service area. The media objects may be e.g. text, graphics, audio, video, still images, etc. and have different data volumes. The data of each media object will be segmented into packets using appropriate protocols on the different protocol layers, e.g. RTP/UDP/IP for real time data, and FLUTE [6] using ALC [7] and LCT [8] for the unidirectional delivery of files for “download and play”. Usually the packets do not have all the same length.

In case of “download and play” services each media object can be transmitted to the users one after each other to the receiver using either different bearer services to achieve the required protection on the lower layer or using a single bearer service with different protection with outer coding (adaptation of N’). 

The situation is quite different for streaming services as the transmission of the media object data now depends immediately on the time schedule for the display of the objects. The IP packets of the different media objects can still be transmitted over different bearers but it seems to be much easier and more cost effective to use a single bearer service and to adjust the outer protection to the QoS requirements.

It is important not only to protect the payload of the IP packets but also the headers (or at least important parts of the headers) in order to allocate reconstructed data of lost packets to the right application. In the following description a complete protection of headers is assumed, but the scheme can easily be modified to protect only parts of the headers.

In the following example it is assumed that the data volume of all media objects are packet into M packets. All these data including headers are successively filled into K’ rows in a media data matrix as shown in Fig. 1. 
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Fig. 1: Media data packets protected by RS codes

When the whole data does not fit in a single table, they have to be spread over several tables. In addition, when the last IP packet does not fill the last row of the table, padding data (e.g. zeros or ones) have to be inserted. Note, that this padding data must not be transmitted from the BM-SC to the receivers, when the last packet of the media data matrix is correctly received, the padding data field can be recovered from the position of the last octet of this packet.

The media data packets will be column wise protected by (N,K) RS codes which are calculated from the media data matrix. When the last row of the media data matrix is ready, the calculation of the RS codes will start and the corresponding data will be stored in a second table called RS data matrix of size J x L’ (Fig. 1). The RS data will also transmitted in packets to the receivers where it is advantageous to map an entire row of the RS data matrix into one packet.

Before the media data packets are sent out by the BM-SC to the radio network, it is required to append an address and signalling field (AS-field) of 3 octets at the end of the payload. Alternatively, the AS-field could also be included at the beginning of the payload (Fig. 2). In each case, the packet length fields in the UDP/IP headers have to be incremented by 3 and the checksum fields have to be updated. 
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Fig. 2: Two possibilities to include the AS-field into the packet

The address indicates the position of the first octet of the respective packet within the media data matrix. 11 bit of the first two octets are used for the column address which restricts J to be not larger than 2048, while the third octet indicates the row address (it is always K’ < 256) (see Fig. 3). 

            0             7 8            15 16           24 

           +- - - - -+- - -+- - - - - - - -+- - - - - - - -+

           | signal- |                     |               |

           |  ling   |   column address    |  row address  |

           |         |                     |               |

           +- - - - -+- - -+- - - - - - - -+- - - - - - - -+

Fig. 3: Inband AS field for a media data packet

The first 5 bit of the AS-field contains signalling information, where the first bit is the “data type flag”, which indicates whether the packet is a media data packets (0) or a RS data packet (1). The second bit is the “last packet flag”, which indicates whether the received packet is the last one of the data matrix. The remaining 3 bits contain a modulo 8 matrix counter which is helpful to assign the received packets to the right table in case the data has been spread over several tables and when many packets have been previously lost. This supports the recovery after massive packet lost.

In a similar way the RS data packets has to be transmitted to the receivers. This can be done either over the same or over a different bearer service. As the header field of these packets is not required for the reconstruction of lost media data it is not necessary to protect them. 

We propose here to map an entire row of RS data into one RS data packet. In this case the column address field of the AS field can be used for different purposes. The 5-bit signalling field of the AS field has the same meaning as for media data packets, i.e. data type flag, last packet flag, and modulo 8 matrix counter. The next following 3 bits of the first octet are reserved for further use. 

The second octet of the AS field contains a counter for the RS packet sequence number within the RS data matrix. This will be helpful in case of packet loss between the media data matrix and the RS data matrix, i.e. when the first RS data packets are lost, it can still be recovered which is the last row of the media data matrix (parameter K’) and which is the first row of the RS data matrix.

 Fig. 4 shows the inband AS field for RS data packets. As for media data packets, the field can be appended at the end of the payload or included at the beginning as shown in Fig. 2.
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Fig. 4: Inband AS field for an RS data packet

To construct a copy of the data table consisting of media data matrix and RS data matrix at the receiver, the parameters J and K’ has to be known while N’ is not really required. Mapping an entire row of RS data into one packet, the parameter J can be deduced from the packet length. It is not necessary to transmit this parameter to the receivers by external means. Moreover, the parameter K’ can be deduced from the address and from the packet number of one of the correctly received RS packets. 

The parameter L’ must also not be transmitted to the receiver. It is either defined by the address of the last RS packet or it is replaced at the receiver by L” deduced from the last correct received RS packet. Obviously, when the last L’ – L” RS packets are lost, the correction capability within the columns is reduced to L” remaining erasures.

At the receiver, the AS-fields of correctly received packets are analysed. Media data packets are filled into the right table at the right addresses as indicated by the counter and the address fields after truncating the AS-field from the packet, after decrementing the packet length parameter in the UDP/IP headers  by 3, and after recalculation of the checksum field in the UDP/IP headers. The same is done for the RS data packets, in addition the headers of these packets are removed.

When there are packets lost during transmission, the corresponding entries in the two matrices remain empty and will be marked as erasures. It is tried to reconstruct the erased octets column by column, the whole media data can be recovered if in each column the number of erasures does not exceed L’. In case, that some packets can not be reconstructed completely, additional means for repair could be used, e.g. a point-to-point retransmission on a dedicated channel. Some more efficient methods will be discussed in Section 6.

4.
Problems

There are still some problems emerging when certain data packets are lost. Each time a data packet is discarded, it is at first not known at the receiver, whether there is a media data packet or an RS data packet lost. The situation is quite clear when all data is transmitted over the same bearer service. It is assumed that all packets are received in the right order, the data will be filled into the matrices according to the addresses, and missing positions in the matrices as erasures.

But when packets are transmitted over different bearer services, the reception of the packets will not be in the right order. It has to be determined, how long a receiver should wait for missing packets after the reception of the last media data packet and the last RS data packet, i.e. how long should it wait before starting RS decoding. 

The situation is even more uncertain when one or both of the last packets are lost and the receiver gets already packets from the next data table. In case the last media data packet is lost, it is not known, how many padding octets have been used at the server to fill the last row of the media data matrix. Then, all octets in the media data matrix from the last correctly received media data packet until the last octet of row K’ MUST be marked as erasures including potential padding octets.

Missing the last RS data packets is less critical as it simply corresponds to an additional shortening to L” as discussed before.

5.
Header Compression
Header compression could be used, but the compressed headers of correctly received packets must be perfectly reconstructed before the data is written into the media data matrix. Otherwise the reconstruction of erased octets fails completely in those columns containing non-perfect reconstructed headers.

6.
Repair mechanisms
6.1 Point-to-Point Repair

When the reconstruction with RS codes fails for a certain UE, there were lots of packets lost and much effort would have to be spent to retransmit all the damaged packets. But with this outer coding method it is by no means required to retransmit all packets. Among the set of lost packets the UE may select a subset in such way that all remaining packets can be reconstructed together with the received RS packets.

6.2 Point-to-Multipoint Repair by Upper Layer Incremental Redundancy

For a very large group of MBMS users it would nearly be impossible or at least very cost intensive to perform ptp repair when there are many users losing many packets. Instead of retransmitting packets, additional RS codes (upper layer incremental redundancy) for all users may be transmitted on the common channel [9]. Those UEs, which are not capable to reconstruct all data by the received RS codes, may report on an uplink channel the maximum number of erasures in the entire reconstruction table. When the parameters K, K’, L, and L’ are properly chosen, up to L – L’ additional redundancy packets can be sent for repair. When K, K’, and L’ are kept low, there should be left enough room for such upper layer incremental redundancy.

6.3 Repair by Data Carousel or Session Repetition

Data repetition in a data carousel or session repetition could also be improved using upper layer incremental redundancy. While usually data are simply repeated it is here possible to transmit additional redundancy in a second session [9]. The parameters K, K’, and L’ will be selected such that: 


K < 128, 
K’ < 128, 
K’ + L’ < 128.

Note that still N = K + L = 255 holds according to the RS codes based on GF(28).

In a first transmission session there will be K’ media data packets and L’ RS data packets sent to the receiver. If there are not more than L’ erasures the media data can be reconstructed already after the first round. In the second transmission session, L” ( L – L’ additional RS data packets will be transmitted as incremental redundancy. Then the media data can be perfectly reconstructed if there are totally not more than L’ + L” erasures. A user, who joins the broadcast / multicast session at a later time and receives only the second transmission session with L” RS data packets is able to perfectly reconstruct the media data if there are not more than L” – K’ erasures.

Note that, this concept could easily be extended to more than two transmission sessions, but we assume that in practical cases two transmission sessions would be sufficient.
7.
Simulation Results
First simulations of this scheme have been performed for a download-and-play service over GERAN. The results will be presented in a companion contribution [10].

8.
Conclusions
A very powerful and flexible method for the recovery of lost IP packets have been described. This scheme offers a number of very efficient features, like

· reduced requirements on the BLER of the MBMS bearer service (however, the BLER should not exceed the range of 1%, otherwise the FER would grow too large and outer FEC would not work, see [10]),

· enabling the recovery of a sequence of lost packets during cell change,

· reduced requirements for ptp repair when outer FEC fails as only a reduced subset of packets must be retransmitted,

· possibility to perform repair on the broadcast channel by upper layer incremental redundancy in case of very large user groups (people in a football stadium, trade fairs, Oktoberfest, etc.),

· extremely efficient repair mechanisms for carousel data employing upper layer incremental redundancy.

It is proposed to adopt this method for erasure protection for MBMS and include it as part of the TSG-SA4 MBMS draft specification “Protocols and Codecs” TS 26.346.
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