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Summary

This document summarises the databases and evaluation framework for default codec recommendation procedure for SES. References to more detailed description and for test setup are given here.

Extensive experience achieved in ETSI STQ Aurora standardisation of distributed speech recognition (DSR) enables the reuse of both databases and recognition toolkit. In addition new databases are introduced in order to broaden the basis of the evaluation. The part of the test and processing plan which is based on the assessment procedures used in ETSI STQ Aurora, has already been presented in SA4#23 S4-020521

Most references cited in this document have been made available within the zip file of S4-020521.

1.   Introduction

Codec evaluation will be based on a framework which includes databases codecs and speech recognition engine. Evaluaters (as defined below) will be requested to use the same recognition engine for all codecs. 
The following codecs have been submitted to the test (3rd candidate is not definitely submitted yet):

1) AMR Codec and AMR WB Codec. 
2) The ETSI DSR standard ES 202 050 for distributed speech recognition and its extension.

3) (Siemens candidate proposal)

The evaluation framework for codec test is shown in Figure 1 and 2 below . Fig 1 applies for codecs with speech interface like a conventional speech codec and figure 2 applies for codecs with feature data interface like DSR optimised codecs. 

The evaluation framework contains 2 processing stages:
· The candidate codec
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Figure 1: evaluation framework for speech codec (remove compression)

Figure 2: evaluation framework for DSR optimised codec

Usage of VAD:
For evaluation each codec candidate may use of VAD. .
Recognisers for test:

ASR recognition vendors will be invited to participate in evaluations. 
The evaluators can consist either of ASR recognition vendors or companies proposing alternative recognition engines for these tests. 
Each of the evaluators will be provided with the database for the evaluation consisting of defined training and test sets. 
Each evaluator will run performance tests on these database considering both the AMR codec chain shown in figure 1 and the DSR optimised codec chain as shown in figure 2.

( exiperimental conditions:

As AMR and AMR WB Codec can operate at several bitrates, a selection of bitrate has to be done for each test. Simulation of all AMR and AMR WB modes with all databases leads to practically unfeasible tests, therefore the number of Modes which are evaluated will be limited. For each selected bitrate the complete evaluation will be run on all databases. That means training and test is performed with that bitrate on the whole database. The following table shows the suggested test conditions for AMR and AMR WB (has to be discussed and agreed).
	Bitrate
	Codec
	Sampling rate

	4.75
	AMR
	8

	12.2
	AMR
	8

	12.65
	AMR WB
	16

	23.85
	AMR WB
	16


Table 1: Test conditions for AMR and AMR WB Codec 

( extar title

Test of performance degradation with channel errors has to be defined.

( speech reconstructions tests
2.   Evaluation databases 
Several databases are used for the evaluation framework. The composition of the databases considers the real world situation and the requirements of the recommendation criteria. Databases contain several languages including tonal languages and several environmental conditions. 
The Databases are selected from both the former ETSI STQ Aurora databases and from additional proposals of SA4 member companies.




2.1 Aurora 3: Multilingual Speechdat-Car Digits database

Over a period of 4 years the ETSI STQ-Aurora working group has developed a set of evaluation databases and test criteria. Their purpose has been to support the characterisation and selection of Distributed Speech Recognition (DSR) front-ends. The databases cover a range of environments (typical for mobile device users) and languages.  These have been made publicly available and are widely used. More details are given are given in reports sited in the references. The databases and procedures have been used for the competitive selection of the Advanced DSR front-end standard ES 202 050 and is summarised in references [11, 13]. For ETSI members further information is available at the ETSI Aurora web site [12].

Tests  with Aurora 3 database allow to evaluate the performance of the codec on data that has been collected from speakers in a noisy environment. It tests the performance of the front-end with well matched training and testing as well as its performance in mismatched conditions as are likely to be encountered in deployed DSR systems. It also serves to test the front-end on a variety of languages: Finnish, Italian, Spanish, German, and Danish [3,4,5,6,7]. It is a small vocabulary task consisting of the digits selected from a larger database collection called SpeechDat-Car. See reference [3] as an example of for descriptions of these databases for Finnish with baseline performances for the mfccFE. The databases each have 3 experiments consisting of training and test sets to measure performance with:
A) Well matched training and testing - Train & test with the  hands-free microphone over the range of vehicle speeds so that the training and test sets cover similar range of noise conditions.
B) Moderate mismatch training and testing - Train on only of a subset of the range of noises present in the test set. For example, hands-free microphone for lower speed driving conditions for training and hands free microphone at higher vehicle speeds for testing.
C) High mismatch training and testing - Model training with speech from close talking microphone. Hands-free microphone at range of vehicle speeds for testing.

Two different English databases have been proposed:

2.2 Aurora 2: Noisy TI Digits database

The original high quality TIDigits database has been prepared by downsampling to 8kHz, filtering with G712 (which has frequency response representative of GSM terminal characteristics) and the controlled addition of noise to cover a range of signal to noise ratios (clean, 20,15,10,5,0,-5dB) and 8 different noise conditions. The database consists of connected digit sequences for American English talkers and clean and multi-condition training sets are defined. A full description of the database and the test framework is given in reference [2].

There are 3 test sets; set A contains noises seen in the multi-condition training data, set B contains noises that have not been seen in the training data and set C uses M-IRS filtering and noise addition to test the combination of convolutional distortion and noise.

2.3 English Wall street journal database for Training and Nokia name database for test
This database is described in [14]. 
Two different Chinese databases have been proposed: 

2.4 Cantonese Chinese Database (proposal from Motorola)
This database is described in [15]. 
2.5 Mandarin Chinese Database (proposal from Nokia)
This database is described in [14]. 
2.6 Summary of all Databases
The table below summarises the properties of all databases
	Name
	Sample

rate

	Task
	language

	Aurora 3
	8 k

16 k

(partly)
	10 words

(digits)
	Italian
Spanish

German

Finnish

Danish

	Aurora 2
	8 k
	10 words

(digits)
	English

	WSJ English + 

Nokia Name database
	16 k
	~ 100 

Names
	English

	Cantonese Chinese
	16 k
	10 words

(digits)
	Cantonese chinese

	Mandarin Chinese + 

Nokia Name database
	16k
	~ 100 
Names
	Mandarin chinese


Table: Databases for test of codecs
2.7
Distribution and Availability of Aurora Databases

All of the Aurora databases have been made available publicly through the European Language Distribution Agency ELRA [8].

Note: These databases are now widely accepted and used by the international speech research communities. Two special sessions on Noise Robustness have been organised at international conferences where the Aurora-2 and Aurora-3 databases have been used for the purposes of comparing the performance of different research algorithms. At EuroSpeech 2000 held in Aalborg, Denmark in Sept 2000, 20 papers were presented at the session and at ICSLP held in Denver, USA in Sept 2001, 29 papers were presented with results on these databases. 

2.8
Distribution and Availability of English Database ([14])
The English Wall Street Journal Training database is publicly available from LDC [17]
For information on LDC catalog contact: online-service@ldc.upenn.edu
2.9
Distribution and Availability of Chinese Database([15])

The source CUDIGIT database is publicly available from the Chinese University of Hong Kong.

More information can be found in: 

http://www.ee.cuhk.edu.hk/~tanlee/paper/iscslp98a.pdf.

Background information and licensing conditions in:

http://dsp.ee.cuhk.edu.hk/speech/cucorpora/
2.10
Distribution and Availability of Chinese Database([14])

Mandarin Chinese database is a public database collected by Chinese High-Tech 863 Program. Contact person Miss Xie Ying (yxie@htrdc.com, +86 10 68339172).
3. List of evaluators: 

The chapters below include a short description of evaluators and the setup for evaluation, or refers to other documents:
(to be completed)

3.1  Evaluation with HTK decoder

For each database there is a reference speech recognition engine configuration defined using a publicly available recogniser. For Aurora-2 and Aurora-3 these are based on the Hidden Markov Model Toolkit (HTK) originally developed by Cambridge University. HTK is publicly available at [9] and the recogniser configurations are defined and distributed with the databases from ELRA. 

The combination of these databases with their defined training and test sets permit measurement and characterisation of the performance of the alternative codecs. 
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