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1.
Introduction

This document provides a detailed description of the AMR-Wideband codec algorithm presented by France Telecom, Deutsche Telekom, Nortel Networks and Siemens AG ("FDNS consortium"). 

This description of the AMR-Wideband codec candidate commonly proposed by France Telecom, Deutsche Telekom and Nortel Networks and Siemens AG is intended to be used for the AMR-WB Selection Process. The use of this document is restricted for the purpose of evaluating this candidate codec within ETSI SMG11 and  3GPP TSG SA4. 

2. 
List of Abbreviations

ACB
Adaptive code book
ACELP
Algebraic-CELP

AN
Access Network

CELP
Code excited linear prediction
FCB
Fixed code book

GSM
Global System for Mobile Telecommunication

LP
Linear prediction

LTP
Long term prediction
RAN
Radio Access Network

RX
Receive

SCR
Source Controlled Rate  operation 

SID
Silence Descriptor

TS
Telecommunication Standard, Technical Specification

TX
Transmit

UE
User Equipment

VAD
Voice Activity Detector
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4.
Source codec

4.1
Overview

The AMR-WB codec proposed by the FDNS consortium, i.e. France Telecom, Deutsche Telekom, Nortel Networks and Siemens AG, is based on the CELP architecture. The codec is using a split band architecture, and uses different coding methods for the transmission of each of the bands. The codec algorithm is intended to operate using the adaptive multi rate (AMR) mechanism. It therefore does provide a number of different operating modes. The lower bit rate modes do operate at bit rates lying within the limit imposed by the existing GSM system. However, the codec is able to also operate at higher bit rate modes, that do cover the range of bit rates intended for 3rd Generation Channel and transmission systems. For each of the source coding modes, an accompanying channel codec mode has been designed. 

A block diagram of the encoder is shown in Figure 1.
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Figure 1: Block diagram of the AMR-WB encoder proposed by FDNS. 

A schematic diagram of the  decoder is depicted in figure 2. 
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Figure 2: Block diagram of the AMR-WB decoder proposed by FDNS. 

4.2
Band splitting

The codec is using a split-band architecture. The lower band covers the range of  0 kHz to 6 kHz, while the upper band covers the range from 6kHz to 7kHz. The input speech is filtered using a polyphase filter bank. The corresponding synthesis filter bank is then used at the decoder to re-construct the decoded output signal. 

4.3
Modes

The codec is able to operate at different modes in order to be used as an AMR (adaptive multi rate) codec. The number of codec modes that has been used in the AMR-WB selection test is five (5).
However, the overall number of bit rates that can be used by the codec is higher. As described below, the upper band can be coded by using one out of two different methods: It may be codec using an high-frequency resynthesis (HFR) method, or, alternatively, using an ADPCM scheme. The bit rates for the two different methods are different. The ADPCM scheme does require 4 kbit/s, while the HFR mode requires much less, only 0.3 kbit/s. Therefore. by combining each of the 5 lower band bit rates with the two options for the higher band coding, theoretically, a total of 10 different modes can be realised. Obviously, not all of these combinations are equally reasonable.

The bit rates of the five modes that have been used during the qualification and selection test are listed in table 1. 

Bit rate [kbit/s]
most relevant 
application scenarios

9.1
A, B

12.4
A, B

14.2
A, B

17.8
B, C, D, E

24.0
C, D, E

Table 1: Bit rates available at the FDNS AMR-WB codec candidate as used in the qualification and selection  test. 

4.4
Processing of Lower Band 

The lower band input signal does cover the range of 0kHz to 6 kHz. It is downsampled to 12 kHz sampling rate. For the coding of this lower band signal, a multi rate ACELP coding scheme is used.

The signal is analysed using a frame  length of 20ms. 

4.4.1.
Linear Prediction

The linear prediction coefficients are calculated for every 20ms frame. The codec uses the order 14 to perform the short term linear prediction, i.e. 14 LP Coefficients are calculated every 20 ms. They are quantised using a switched 1st order MA-predictive split-VQ. Quantisation takes place in the LSF (line spectral frequency) domain.  The LPC s are transmitted using 36 bits/frame in all modes. 

4.4.2.
Voicing analysis and adaptive excitation coding (ACB)

At a frame rate of 10ms (i.e. twice a full frame of 20ms), the signal is classified based on an open-loop pitch estimate. The result of the  voiced/unvoiced classification is quantised and transmitted. If the signal is voiced, the estimated pitch value will then be refined using an constrained closed-loop search algorithm. 

Since a complete frame is covering 20ms, two voiced (v)/unvoiced (uv) decisions are performed for each frame. The total number of different combinations of voicing decisions within each frame is four (i.e. v+v, v+uv, uv+v, uv+uv). 

4.4.3.
Excitation

For excitation analysis, the full frame length is subdivided into two subframes of 10ms length. If a subframe is declared “voiced”, then the excitation is using additionally subdivided frames of 5ms length. 

Several fixed excitation code books (FCB) and corresponding gain CBs are provided as part of the algorithm. For the souce coding algorithm, the different bit rates are essentially realised by selecting the appropriate FCB and an corresponding gain CB. 



4.5 
Processing of Upper band 

First, the upper band input signal (6kHz to 7kHz) is downsampled to 2kHz sampling rate. Then, there are two methods available for the encoding of the upper band. For the higher bit rate modes, a modified ADPCM algorithm is used. This ADPCM encoding does require 2 bit/sample, which results in a total of 4 kbit/s. Since the upper band coding is done independently from the lower band coding, the “UB switch” of  figure 1 is open. 

For lower bit rate modes, a bandwith expansion algorithm was used. This lower rate algorithm is operating at a bit rate of 300 bit/s. In this case, the encoding is based on the lower band encoding results and the “UB switch” in fig. 1 is closed. 
4.6
Voice activity detection
The voice activity detection is based on the analysis of two major values: First, a measure for the spectral stationarity is calculated. In a second stage, the temporal stationarity is calculated. The decision on voice activity is based on both values. 

The spectral stationarity measure is basically based on 

· the linear prediction coefficients (LPC) of the current and the previous frames, 

· a parameter derived from the long term prediction gain

· the number of previous frames, that have been classified "no voice activity"
· some internal memory. 
The temporal stationarity is mainly calculated from 

· the current input signal (current frame)

· the linear prediction coefficients (LPC) of the most recent "no voce activity"-frame

· the energy of the most recent "no voce activity"-frame
· some internal memory. 
A first decision is done by each of the two mechanisms based on some adaptively chosen thresholds. Then, in the last stage, the two decisions are combined, resulting in the VAD output value. 
4.7
Comfort noise generation
In order  to overcome the problem of missing background noise during DTX phases, it is useful to  generate on the receive (RX) side synthetic noise which is similar to the transmit (TX) side background noise. This noise is called "comfort noise"; the corresponding procedure is called "comfort noise generation" (CNG). The comfort noise parameters are estimated on the TX side and transmitted to the RX side before the radio transmission is switched off and at a regular rate afterwards. This allows the comfort noise to adapt to the changes of the noise on the TX side.
The comfort noise evaluation algorithm uses some parameters of the AMR speech encoder that are calculated internally:
· the averaged line spectrum frequencies (LSF) 
· the averaged logarithmic frame energy

These parameters give information on the level and the spectrum of the background noise.

The evaluated comfort noise parameters are encoded into a special frame, called a Silence Descriptor (SID) frame for transmission to the RX side.

At the receiving side, the comfort noise is generated by first using a randomly selected code book entry of  the fixed code-books used for the 17.8 kb/s mode. A SID-frame excitation vector consists  the concatenation of 6 excitation vectors. Then, the gain and spectral values calculated at the transmitting side are used to calculate the comfort noise from this excitation vector. 
4.8
Discontinuous Transmission (DTX) / Source Controlled Rate operation (SCR)
In the following text, DTX is referred to as Source Controlled Rate operation (SCR). 
Source Controlled Rate operation (SCR) is a mechanism for the AMR WB Speech Codec, which allows to encode the input signal at a lower average rate by taking speech inactivity into account. The SCR scheme is essentially used for the following purposes:
· to save power in the User Equipment;
· to reduce the overall interference and load in the networks. 

SCR in the transmitting path (uplink) shall be in operation in UEs, if commanded so by the network. The UE shall handle SCR in the receiving path (downlink) at any time, regardless, whether SCR in the transmitting path is commanded or not.
The default SCR mechanism used requires the following functions:

•
a Voice Activity Detector (VAD) on the transmit (TX) side;

•
evaluation of the background acoustic noise on the transmit (TX) side, in order to transmit characteristic parameters to the receive (RX) side;

•
generation on the receive (RX) side of a similar noise, called comfort noise, during periods where the transmission is switched off.

If the parameters arriving at the RX side are seriously corrupted by errors, the speech or comfort noise must be generated from substituted data in order to avoid seriously annoying effects for the listener.

An overview of one link SCR operation is shown in Figure 3.
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Figure 3: Block diagram of one link SCR operation

There are six different values for each of TX_TYPE and for RX_TYPE. 
4.9.
Perceptual Weighting and Postfiltering

An adaptive perceptual weighting filter is used for the search of the optimal CB entries of the ACB and FCB. At the decoder, the synthesized speech is post-filtered using an adaptive post filter. 
4.10
Link adaptation
The link adaptation used in the FDNS coding scheme is the same as the link adaptation scheme used in the AMR-Narrowband codec. 
4.11.
Bit allocation

Table 2 describes the bit allocation that has been used for the codec modes that were used at the selection test. 






































































































Bits/20ms used for ...
Codec modes [kbit/s]


9.1
12.4
14.2
17.8
24.0

upper band
6
6
6
6
80

lowerband :






LPC (order 14)
36
36
36
36
36

v / uv - decision
0
2
2
2
2

excitation
140
204
240
312
362

total [bits/20ms]
182
248
284
356
480

Table 2a : Bit allocation of the relevant codec modes.

Bits/10ms
Codec modes [kbit/s]


9.1
12.4
14.2
17.8
24.0

v / uv

v
uv
v
uv
v
uv
v
uv

LTP lag
14
14
0
14
0
14
0
14
0

LTP gain
8
8
0
8
0
8
0
8
0

FCB gain
8
8
24
8
24
20
48
20
30

FCB shape
40
72
78 
90
96
112
108
136
150

reserved
0
0
0
0
0
2
0
3
1

total / 10ms subf.
70
102
120
156
181

Table 2b : Bit allocation of 10 ms excitation subframes

Since the voicing decision is taken twice per frame, table 2b details the excitation allocation for both voiced (“v”) as well as unvoiced (“uv”) 10ms subframes. Please note that the 9.1 kbit/s makes no difference between the voiced and unvoiced cases.





5
Channel codec

After speech coding is completed, the generated bits are encoded using convolutional codes with constraint length 5 for Application A+B and 7 for Application C and generator polynomials defined in GSM 05.03. Since the bits are not equally important for audibility and different bit errors after transmission lead to different audible errors, a scheme of unequal error protection has been designed by appropriately puncturing the codebits. The most important bits are highly protected and less important bits are less protected. Tables 2a to 2c show the different bit classes as used for applications A, B and C. The class Ia bits are protected by a 6 bit CRC as defined in GSM 05.03. Evaluation of this CRC at the receiver side is used to set a bad frame indicator (BFI) which controls the speech decoder error concealment.

Speech coder bit rate  [kbps]
Class  Ia
Class  Ib
Class  II

9.1
45
137
0

12.4
57
191
0

14.2
47
237
0

17.8
45
248
63

Table 2a:    Bit sensitivity classes Application A+B

Speech coder bit rate  [kbps]
Class  Ia
Class  Ib
Class  II

24.0
87
393
0

Table 2b:    Bit sensitivity classes Application C Fullrate

Speech coder bit rate  [kbps]
Class  Ia
Class  Ib
Class  II

17.8
45
311
0

24.0
87
385
8

Table 2c:    Bit sensitivity classes Application C Halfrate

The GSM TCH/FS interleaver is used to interleave the channel coded bits into 8 time slots. The speech bits are channel-coded such that the channel bit rate of 22.8 kbit/s is generated. 

The 8-PSK O-TCH/FS interleaver is used to interleave the channel coded bits into 8 time slots. The speech bits are channel-coded such that the channel bit rate of 68.4 kbit/s is generated. 

The 8-PSK O-TCH/HS interleaver is used to interleave the channel coded bits into 4 time slots. The speech bits are channel-coded such that the channel bit rate of 34.2 kbit/s is generated. 

The main decoding routine is a Viterbi algorithm.

For the purpose of in-band signalling 8 bits for GSM TCH/FS, 24 bits for 8-PSK O-TCH/FS and 12 bits for 8-PSK O-TCH/HS are reserved, which ensures the usage of AMR-NB blockcode for in-band signalling as defined in GSM 05.03. mode detection and channel estimation can be implemented as described in GSM 05.09.

Note: This document has been typeset with an Apple LaserWriter 12-640 PS printer driver under Windows NT (A4 paper). For an equivalent pagination, please use the same printer driver.  Note a pdf version of this document is also available.
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