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[bookmark: _Toc103873012][bookmark: _Toc103873891][bookmark: _Toc103876415][bookmark: _Toc157730017]1	Introduction
The FS_AVATAR study item has the following objectives:
1. Identify and extract the Avatar-related use cases and requirements as defined in TR22.856.
2. Document the use cases for Avatars and classify avatar representations,
3. Collect and document Avatar animation and representation approaches:
4. Document the requirements for an interoperable base Avatar format:
· Prioritize deployed representations.
5. Document formats for the animation data,
6. Study the integration of Avatars into the RTC services (including WebRTC and IMS),
7. Study the cross-operation with split rendering,
8. Investigate the QoS, processing, and storage requirements for Avatars,
9. In collaboration with SA3, investigate security aspects of Avatars, including authentication, privacy, DRM, …
10. Document the network procedures and the impact on the 5G-RTC architecture.
11. Discuss with relevant 3GPP groups on architecture and security aspects.
The approved SID can be found here: SP-230544.
[bookmark: _Toc157730018]2	Use Cases and Potential Requirements
[bookmark: _Toc157730019]2.1 	Requirements on the Representation Format for Avatars
[bookmark: _Toc157730020]2.2	Security and Privacy Requirements
At SA1#104, the TS 22.156 (V19.0.0) on ‘Mobile Metaverse Services’ was completed in 2023. It includes the Rel-19 security, authorization and privacy requirements which is related with Avatar communication, as below: 

	7.2.1	General
[R-7.2.1-001] Subject to operator policy, regulatory requirements and user consent, the 5G system shall be able to support mechanisms to expose to a trusted third party the result of the UE authenticating the user.
NOTE: 	How a UE authenticates the user's identity at the terminal equipment, e.g., using biometrics, is out of the scope of the present document.

7.2.3	Avatar-based real-time communication
[R-7.2.3-001] Subject to operator policy, regulatory requirements and user consent, the 5G system shall be able to authorize the avatar to be used in mobile metaverse services. 
[R-7.2.3-002] Subject to operator policy, regulatory requirements, and user consent, the 5G system shall provide time-bound authorization for specified subscribers to use an avatar in mobile metaverse services. 
[R-7.2.3-003] Subject to operator policy, regulatory requirements and user consent, the 5G system shall be able to identify the subscriber who has the right to use an avatar in mobile metaverse services.
[R-7.2.3-004] Subject to operator policy, regulatory requirements and user consent, the 5G system shall provide a means to temporarily authorize a third party to use a subscriber's digital representation and access specific multimedia communication services on behalf of the subscriber, including not by means of a UE, with restrictive conditions e.g., authorized list of parties.



At SA3 #113, a new Rel-19 SID on ‘the security support for the Next Generation Real Time Communication services Phase 2’ was agreed (S3-235085), and the objective of this study includes the aspects might be related with security support to Avatar communication:

	
-	WT1: IMS third party identity security handling
NOTE 1:	The related SA3 study in Rel-18 captured in TR 33.890 will be taken into account if applicable. 
-	WT2: Studying the security handling of the enhancements to IMS media plane to support the use cases of IMS based Metaverse services. 
NOTE 2:	New objectives can be added to address security aspects of other key issues introduced in SA2 after further progress made in SA2.





In summary, the 5G system shall be able to provide necessary security mechanisms to support the use cases of Avatar communications. 

NOTE: identification and extraction of the requirements relevant to SA4 is FFS.
[bookmark: _Toc157730021]3	Existing Avatar Representation Formats and Solutions
[bookmark: _Toc157730022]3.1 	Overview of Avatar Representation and Animation Formats
[bookmark: _Toc157730023]3.1.1	General
Avatar facial animation is a depiction of a real human’s facial expression and emotions. There are various options to control and animate a 3D face. According to the technical roadmap, the existing facial animation methods can be broadly categorized into the following approaches:
Shape Interpolation: It represents facial deformations caused by expressions as a linear combination of a series of expression bases (blendshapes).
Parametric Model: It can identify any facial expression by a grouping of independent parameter values. It divides the facial geometry into parts and control each of them by parameters. For example, the main parameter for eyes are pupil size, eyebrow color and etc. Each expression parameter affects a set of vertices of the face model. 
FACS (Facial Action Coding System): FACS was proposed by Ekman and Friesen in 1978 [1] and has been updated in 2002 [2]. It describes all the possible movements that can be observed in the face based on face anatomy. Each component of a facial movement is called an Action Unit (AU), and each AU is identified by a number (AU1, AU3, AU20...). Facial expressions are generated by combining the AUs.
MPEG-4 Facial Animation: MPEG-4 specifies 3D face model by defining Facial Definition Parameter (FDP) and Facial Animation Parameter (FAP) [3]. FDPs define the topology of a three-dimensional facial model, enabling the calibration and normalization of the facial model. There are 84 facial feature points concentrated mainly in organs such as lips, eyes, eyebrows, and jaw. FAPs define facial expression actions, totaling 68 parameters. 
Two high-level parameters specifically define basic facial expressions and gaze (the movement status of the lips when a person pronounces sounds). Additionally, 66 low-level parameters are associated with FDP, collectively defining expression actions of key facial areas, such as blinking, frowning, and raising the corners of the mouth.
Performance Driven: This method extracts information from the real-time performance of facial movements and re-targeting it to a reconstructed explicit 3D face model. It aligns the facial landmarks of the model with those detected from the performer’s face in monocular image frames and calculates the deformed 3D coordinates of the face model.
Audio/Text Driven: It generally involves extracting speech features and using deep learning methods to learn the mapping relationship between phonemes and facial deformations.
i) Text/Speech Feature- Parameter Mapping: This method typically trains a neural network to 
learn the mapping between phonemes and parameters (e.g., 3D Morphable Model coefficients) for each frame, using the blendshape deformation method to obtain the final deformed face model. 
ii) Text/Speech Feature-Facial Landmarks Mapping: This method inputs both phoneme features 
and the coordinates of facial landmarks detected from video frames corresponding to the phonemes into a neural network. It learns the deformed coordinates of facial landmarks corresponding to the phoneme and uses the performance driving method to obtain the deformed 3D face model.

[bookmark: _Toc157730024]3.1.2	Facial Animation
Editor’s Note: references and information about deployment status needed.
Humans are very sensitive to details of human faces as changes in facial form and motion are used as social cues. Facial expressions are affected by human emotions and convey a meaning. The facial anatomy is a complex structure that contains several layers of materials such as skin, muscles, and bones.
The first 3D parametric facial model that enables facial animation using a few parameters was designed in the 70s. The Facial Action Coding System (FACS), which was developed in 1978, established a description of the movements of the facial muscles, jaw, and tongue that is derived from an analysis of the facial anatomy. FACS includes 44 independent base actions, which can then be combined to generate the desired facial expression. 
The following table depicts a subset of these action units:	
[image: A list of different types of facial features

Description automatically generated]
The following table shows how a specific expression can be generated through combining some action units:
[image: A table with text and numbers

Description automatically generated]
This system is still widely used for muscle-based facial animations. However, it suffers from the fact that it can only describe localized actions, contrary to real facial expressions which follow global patterns. It also lacks support for temporal description of the actions. 
Blend shapes were introduced to mitigate some of these shortcomings. Blend shapes are a set of geometrical models, which can be used to create the desired facial expression through interpolation of the blend shapes. The following figure shows the interpolation equation for blend shapes:


B_kj is a matrix that provides the position of vertex j of blend shape k and w_k provides the weight assigned to that blend shape. The result of this interpolation is the actual position of that vertex v_j.
The following figure shows an example of a face in the neutral expression (left) and the face after applying the interpolation for desired facial expressions (right two).
[image: A close-up of a person's head

Description automatically generated]
An optimization operation is performed to design the blend shapes and the associated weight ranges to mimic human facial expressions as closely as possible.
More advanced usages of the blend shape approach introduce non-linear blending (e.g. using 2nd or 3rd order polynomials) rather than the linear interpolation approach to add support for natural animations that follow a curve pattern.
Recent developments in this field rely heavily on the usage of deep learning approaches to generate the facial expressions. FLAME (Faces Learned from Articulated Model and Expressions) is one such approach that learns face modelling from a data set of 4D facial and head scans. FLAME is based on blend shapes for the animation but with learned weights. It also attempts to learn the based model from a single capture/image, which simplified the registration process for new users.
Gaussian Avatars being the most recent trend build on approaches like FLAME and aim at producing rendered views for a given pose and capture. 
[bookmark: _Toc157730025]3.1.3	Body Animation
Editor’s Note: references and information about deployment status needed.
Body animation attempts to reproduce the body pose and motion in a natural manner. The movements of the animated Avatar must appear to be natural to the human observer, so for example, an elbow that bends in the wrong direction would appear very strange to the viewer. 
Most approaches rely on the skinning of the Avatar as trying to determine the position of each vertex of the body mesh independently would be impractical. Skinning relies on the presence of an internal/invisible articulated skeleton and a rigging approach that establishes a mapping between a vertex in the mesh and the associated joint in the skeleton. An articulated skeleton is a collection of links connected by joints in a hierarchical structure. The joint angles define the pose of the skeleton. So to animate the body, the joint angles are changed and applied hierarchically as a cascaded set of transforms to determine the position of each vertex on the rigged mesh.
The following figure depicts such a mesh and skeleton of the Avatar:
[image: A wireframe of a person with arms spread out

Description automatically generated]
The following figure depicts an example of the rigging process with hierarchical links and transformations to the associated vertices.
[image: A diagram of a child and parent

Description automatically generated]


[bookmark: _Toc157730026]3.2	Implicit Neural Representations for Avatar
[bookmark: _Toc157730027]3.2.1	INR for Avatar Body Modeling 
Avatar body can be represented using a global implicit field or by dividing it into multiple parts, each assigned its implicit field, which are then combined. Part-based methods can be further classified into key-point-centered method, bone-centered method and self-supervised method. The avatar in the Implicit Neural Representation (INR) can be static or dynamic.

The input for INR avatar body modeling can be 2D information, such as PIFu [7], which proposes a pixel-aligned method aligning 2D pixels to 3D shape and allows the learned function to retain local details in the image. The input can also be 3D information, such as Neural Body [8], enabling dynamic avatar body reconstruction from sparse multi-view video.

Table 3-1. A summary of representative works on INR-based avatar body modeling

	Publication
	INR Type
	Global/Part
	Dynamic
	Input
	Git

	O-Flow [9]
	Occupancy Field
	Global
	N
	3D
	https://github.com/autonomousvision/occupancy_flow

	NASA [8]
	Occupancy Field
	Part
	Y
	3D
	https://github.com/YuliangXiu/NASA.pytorch

	PIFu [7]
	Occupancy Field
	Part
	Y
	2D
	https://github.com/shunsukesaito/PIFu

	PlFuHD [10]
	Occupancy Field
	Global
	N
	2D
	https://github.com/facebookresearch/pifuhd

	Geo-PIFu [11]
	Occupancy Field
	Global
	N
	2D
	https://github.com/simpleig/Geo-PIFu

	Neural-GIF [13]
	SDF
	Part
	Y
	3D
	https://github.com/garvita-tiwari/neuralgif

	ICON [14]
	SDF
	Global
	N
	2D
	https://github.com/YuliangXiu/ICON

	Neural Body [8]
	NeRF
	Global
	Y
	3D
	https://github.com/zju3dv/neuralbody

	Animatable NeRF [15]
	NeRF
	Global
	Y
	3D
	https://github.com/zju3dv/animatable_nerf

	HumanNeRF [16]
	NeRF
	Global
	Y
	3D
	https://github.com/chungyiweng/humannerf




[bookmark: _Toc157730028]3.2.2		INR for Avatar Head Modeling 
For Avatar head and face modeling, the key task is to use implicit neural representation to drive rich and various facial expressions and emotions. The current works (e.g., HeadNeRF [11]) can extract latent codes, such as identify, expression, texture, and illumination from images and realize the implicit head or face representation considering shape, expression and hair. Another key point is hair modeling, hair modeled with computer graphic is stiff so it is valuable to use INR to create a refined and high-quality hair representation, for example, NeuralHDHair [12] introduce a hair growth model to generate the desirable hairstyle.

[image: IMG_256]
Figure 1* Result from HeadNeRF [11]


[image: IMG_256]
Figure 2* Result from NeuralHDHair [12]
3.3 [bookmark: _Toc157730029]Metahuman®  
[bookmark: _Toc157730030]3.3.1	Metahuman Avatar Representation
Metahuman is a set of Avatar tools that were developed by Epic Games and integrated into their Unreal Engine 5 game engine. These tools make it easy for developers to create animatable realistic-looking Avatars and use them in their games and applications. 
Metahuman Creator is one of these tools that allow the creation and personalization of realistic Avatars. The user may start from pre-built Avatars and customize each characteristic of the Avatar to match their own looks. 
The Metahuman Avatar consists of a set of common assets and personalized assets. The common assets include:
· Body skeletal meshes which are used for the purpose of retargeting. 
· Clothes and shoes meshes: these are split by gender by can be reused by all Avatars of the same body type.
· Facial pose library: describes the facial expressions that are common to all Avatars. These store the blendshapes that are used to animate the Avatar’s face.
Custom assets of the Avatar include the following:
· Head and Body meshes that correspond to the user and reflect their gender, body shape, and height,
· Hair meshes that represent the user’s hair,
· A collection of materials and textures representing the face, body, clothes, and hair. The textures may include albedo, color, normal, and bump maps.

The format supports multiple levels of detail to provide flexibility based on available processing capabilities. The various assets of the Metahuman Avatar may come in different levels of detail. 
[bookmark: _Toc157730031]3.3.2	Metahuman DNA Storage Format
The DNA format is a file format that is used to store all the details of the shape and rig of the Metahuman Avatar head. DNA format currently does not support the storage of the complete Avatar. 
DNA file format comes in both a JSON representation and a binary representation and there is a tool to convert between both. 
The structure of the DNA file can be analyzed by inspecting some of the sample DNA files. The following is the rough hierarchy of the file:
· Signature: an identifying signature of the file
· Version: contains version information
· Sections: lists the included sections in the file
· Descriptor: provides some metadata about the file, such as gender and age. It also indicates the number of levels of detail stored in the file
· Definition: includes the following information:
· mappings between assets (joints, blendshapes, animatedmaps, meshs) and the levels of detail
· control information describing the supported controls.
· joint and mesh names that describe the head and facial joints that can be controlled.
· joint mappings and hierarchy as well as their transforms to the neutral T-pose
· Behavior: provides definitions of the Avatar behavior, including:
· Controls: that assign transform paths for the control elements upon an animation
· Joints: provides transforms for the corresponding joint groups, identified by their joint indices
· Blendshape channels: provides transforms for blendshapes during a specific behavior
· Animated maps: provides transforms for the references maps during a specific behavior
· Geometry: contains all mesh descriptions for the Avatar, where each mesh may have:
· Positions: provides the coordinates of all vertices
· Texture coordinates: provides the UV coordinates for the textures
· Nomrals: provides the vertex normal
· Faces: includes the face definitions for the mesh
· Skin weights: provides the weight associated with each specific joint, which are used to control the skinning
· Blendshape Targets: links the mesh to the corresponding blendshapes
· End of file: a terminating element to indicate the end of the file

3.4 [bookmark: _Toc157730032]Existing 2D Avatar Representation
6.2 [bookmark: _Toc157650479][bookmark: _Toc157730033]
[bookmark: _Toc157730034]3.4.1	Introduction
A 2D avatar (or a 2D digital human) is a graphic representation of a digital human in the two-dimensional space. This representation has no depth and is usually created and viewed from a fixed point of view.  See the relevant ITU-T definitions quoted below for the ease of reference:
· Digital Human: A computer application that integrates the technologies of computer graphics, computer vision, intelligent speech and natural language processing, which could be used for digital content generation and human-computer interaction to help improve content production efficiency and user experience. [x1]
· 2D Digital Human: A digital human whose figure is a planar image and whose graphic content only contains information about horizontal and vertical dimensions. [x2]
In general, the complexity of creating 2D avatars is lower than that of 3D avatars.  It doesn't require the building of a complex mesh topology 3D base model nor the process of 3D rendering. Instead, a 2D avatar base model can be generated as a Deep Neural Network (DNN) using modern AI algorithms through the training data of recorded user videos. Unlike the 3D case, a 2D avatar base model doesn’t have visualizable representations directly, but can generate the visible animated avatar in the form of 2D videos driven by the input video, audio or text from the user.
Since the computational requirement for 2D avatars is generally lower than that for 3D ones, it's generally easier to provide lifelike appearance for 2D avatars in real-time. This makes 2D avatars as good substitutes to real persons' presence in business or professional scenarios.
On the other hand, since a 2D avatar doesn't have a 3D base model that can generate significant body movements and provide free viewports, it can only provide limited viewport (usually fixed) and gestures of the character. This makes it hard to support motional use cases like VR games, but it's quite suitable for the cases where the position and posture of the avatar is relatively fixed.
Depending on different types of driving input data, some exemplary use cases of 2D Avatars are given below: 
· A video-driven 2D Avatar can be used for video face swap or live selling anchor. 
· An audio-driven 2D Avatar can be suitable for news broadcasts, avatar-enabled voice calls or language switching in movies (e.g. using the Chinese audio track to drive the actor in an American drama to speak Chinese in a perfect lip-sync manner). 
· A text-driven 2D Avatar can represent a deaf-mute for barrier-free communication with normal people.

Note: whether 2D Avatar representations are considered in scope, its relevance and interoperability needs are FFS.
[bookmark: _Toc157730035]3.4.2	2D Avatar base model generation 
The process of 2D Avatar base model generation is to train a DNN model through a supervised learning algorithm. The result DNN model is the base model for a 2D Avatar. The training process is depicted in Figure X. 



[bookmark: _Ref150254144][bookmark: _Ref156479975]Figure 3.4-1. 2D Avatar base model generation process (training)

The training process of a 2D Avatar takes three inputs as listed in Table 3.4-1: the source image, the driving input, and the ground truth. The source image provides the baseline reference of the 2D Avatar representation in the form of a picture or a video. The ground truth video is the target output video of the 2D Avatar to be trained against. The source image should have the same character as in the ground truth video but not exactly the same appearance at the same time. For example, the lip shape or the facial expression can be different between the source image and the ground truth at a certain time point. The driving input can be video, audio or text depending on the target use cases (i.e., which type media is going to be used for avatar animation at the inference stage). 
The relationship between the source image, driving input, and the ground truth are the following: 
· If the driving input is audio, the ground truth is the video where the character in the source image is talking as recorded in the audio [x3]. 
· If the driving input is video, the ground truth is the video where the character in the source image makes the same action [x4]. (In this case, the character in the driving input is usually different from the ones in the source image and the ground truth video for the use case of “face swap”.)
· If the driving input is text, the ground truth is the video where the character in the source image is talking the text content [x5].
A typical DNN used for the 2D Avatar has the encoder-decoder architecture. The encoder part is used to map the input to the embedding space, and the decoder apart is utilized to map the embeddings to the image space so as to generate the target 2D avatar video. A pre-processing function may be introduced to perform cropping, resizing, and normalization on the source image and the driving input data before injecting them into the DNN. It can be implemented inside or outside of the DNN. The loss function defines a measurement of the difference between the generated video and the ground truth video. The output of the loss function is used to perform the backpropagation to update the DNN parameters. 
Upon the training process completion, the converged DNN results as the base model of the 2D Avatar. The base model can be stored in an exchangeable format such as .pth (PyTorch [x6]), .onnx (ONNX [x7]), or .trt (TensorRT [x8]) files.
Considering different levels of generalization capabilities, 2D Avatar base models can be categorized in two groups: robust models and personalized models. A robust model provides good generalization capability that can support the animation of different target 2D avatar characters (designated by different source images). A personalized model is good at the animation of a particular target 2D avatar character but not others. A personalized model may be a fine-tuned model from a robust model. The cost of training a robust model is generally higher than that of a personalized model, since the former takes a lot more input training data and training time for different avatar characters. Based on the state-of-the-art implementations and typical hardware conditions, a robust model could be trained within a day, while a personalized model could be trained less than one hour. 

Table 3.4-1. Training input data for 2D Avatar base model generation
	Training input data
	Description
	Requirements

	Source image
	The baseline reference of the 2D avatar character to be trained. 
	The character in the source image is the same as the one in the ground truth video, while the character’s actions (e.g. mouth movements or facial expressions) are generally different at the same point in time. It can be a picture or a video.

	Driving input
	The media content (video, audio, or text) to drive the animation of the 2D avatar character out of the DNN.
	The actions in the driving input are consistent with the ones in the ground truth video (e.g. the syllables of speaking match the mouth shape).

	Ground truth video
	The training target of the 2D avatar.
	The character in the ground truth video is consistent with the source image, and the character’s action is consistent with the one in the driving input.




[bookmark: _Toc157730036]3.4.3	2D Avatar animation 
The process of 2D Avatar animation is to generate the 2D video representation of the avatar through the inference process of the DNN base model driven by the input video, audio or text from the user. The inference process is depicted in Figure 3.4-2.



Figure 3.4-2. 2D Avatar animation process (inference)

The inference process takes two inputs as listed in Table 3.4-2: the source image (or video) and the driving input data. The source image is used to specify the target avatar character to be driven. For example, a user can upload or pick from the repository a cartoon (or lifelike) character in the form of a short video in advance as the source video. The driving input may be the audio or video stream coming from the user during a real-time call or being pre-recorded. It can also be a text stream converted from audio signals. 
The generated video from the DNN is essentially the animated 2D Avatar, which can be further encapsulated, streamed and played with any existing video codecs (e.g. H.264/H.265) and deliver protocols (e.g. RTP).
Existing technologies can support real-time generation of 2D Avatars with considerable concurrency. For example, one typical GPU card with 65 TFLOPS computing power could support 16 concurrent 2D Avatar animations at the frame rate of 25 fps.

Table 3.4-2. Inference input data for 2D Avatar animation
	Inference input data
	Description
	Requirements

	Source image
	It’s used to designate the target avatar character that the user expects to animate.
	It can be a static picture or a video that provided or selected by the user before the animation happens.

	Driving input
	The media content (video, audio, or text) to drive the animation of the 2D avatar character out of the DNN.
	It can come from the user during a real-time call or can be pre-recorded, or converted.




[bookmark: _Toc157730037]3.5	Summary Table of Relevant Representation Formats 

[bookmark: _Toc157730038]4	Interoperability Considerations
The advantage that can be achieved by offering the Avatar representation in which the user has captured/stored their Avatar representation lies in the optimal usage of the animation streams and base model characteristics during the Avatar animation. An animation process that matches the Avatar format will ensure no fidelity loss and high quality.  
As an example, an Avatar format may support a blend-shape based animation with the ability to animate 87 blendshapes for an accurate facial expression. If the receivers support the corresponding base avatar and the animation stream formats, then they will benefit from a high-fidelity Avatar animation.
However, to ensure interoperability of the service, a simple format that can serve as a common denominator for all Avatar representation formats is needed. This representation format is offered as a fallback by all participants that wish to participate in the immersive session. 
In the case of multiple participants in the session, a Media Gateway may be responsible for injecting the fallback representation format into the offers and answers by the different participants. The Media Gateway will then be responsible for converting between these formats whenever needed as shown in the following figure.
[image: A computer server with blue arrows

Description automatically generated with medium confidence]
For this approach to work, it should be possible to convert any proprietary Avatar representation format into the common representation. This requirement applies to both the base model format as well as to the animation streams. This process is depicted by the following figure:
[image: A diagram of a converter

Description automatically generated]
The figure shows an example of a scenario, where the common format is a simple 3DMM representation with blend shape weights as the animation streams and a more sophisticated proprietary format that uses neural codes as animation streams. 
The impact of such a conversion needs to be studied in light of the recommended common representation format. 

[bookmark: _Toc157730039]54 	Reference Architecture and Procedures
[bookmark: _Toc157730040]5.1	Potential Call Flows
[bookmark: _Toc157730041]5.1.1	Avatar AR call 
Figure 5-1 shows a generic call flow for an avatar-based call over the 5G Network. In addition to data transmission, when supported, the network provides network assistance for avatar generation, animation and retrieval. In the call flows the network entities providing avatar generation, animation and retrieval functions are generalized as a network media function, which may be for example, an RTC-AS an MRF or an MCU. Further, an avatar storage entity is illustrated which may be an avatar repository, UE storage or a cloud storage. 
The figure shows alternative flows which correspond to different possible mappings of functional blocks identified in the reference architecture. The mappings are highlighted with a call out box when applicable.

 


Figure 5-1 Avatar AR call flow

A. Call Setup
A.1 A session is established between UE1, Media Function and UE2 and parameters of the session are negotiated.  This may include exchanging capability information, media and metadata descriptions and formats, resource discovery etc. The involved entities agree on assignment of avatar generation, animation tasks and media requirements.

B. Scene Description Retrieval
 The media function and the participating UEs retrieve scene descriptions, the scene description may be shared by the Media function with the UEs, or the UEs may have their own scene descriptions.
C.  Scene Description Update
 A scene update trigger occurs, e.g., if an object is added to or removed from a scene or if spatial information is updated. The update trigger may originate from the Media Function itself or the UEs. The UEs may update their scene descriptions independently or the MRF may generate an updated scene description and share it with the UEs.

D. Media and Metadata exchange
D.1 Avatar Acquisition: In this step a base avatar is acquired by the media function. 
Alternative #1: Network centric avatar generation
D.1.1 UE1 sends data for avatar generation to the media function. The data may be images (RGB or RGB-D), streamed to the media function as image or video stream(s). The media description of the streams may contain the camera configuration as well. 
D.1.2 The media function processes the received data to create a base avatar, for example, a rigged and/or skinned 3D model or a 2D model.
Alternative #2: Network centric avatar loading
D.1.3 The media function loads an avatar for UE1 from an avatar storage which may be an avatar repository or storage on UE1.

D.2 The media function delivers the base avatar to UE2.

D.3 Animation Data Generation
Alternative #1 Network centric animation data generation
D.3.1 UE1 sends source data to the media function. The source data may include images, video stream or voice stream, text. The media description of the streams may contain the camera configuration as well. 
D.3.2 The media function processes the received data to create animation data during the session. The animation data may include text, expression data and motion signals for joints.
D.3.3 The media function delivers animation data to the UE animating the base avatar. In the diagram UE2 is shown as the recipient for clarity. The animation data may be delivered to UE1 as well.
Alternative #2 UE centric animation data generation
D.3.4 UE1 creates animation data based on data like images, video, audio or text.  The animation data may include text, expression data and motion signals for joints.
D.3.5 UE1 delivers the animation data to the entity actuating avatar animation. The animating entity may be the media function or UE2.

D.4 Avatar Animation
Alternative #1 Network centric avatar animation
D.4.1 The media function animates the base avatar using animation data. The animation data may be generated by the media function, following step D.3.1 and D.3.2 or it may be received from UE1 following steps D.3.4 and D.3.5 
D.4.2 The media function delivers the animated avatar to the UEs. In the figure, delivery to UE1 is shown as example. The animated avatar may be delivered, for example, as 3D (e.g. video with depth and multi-view information) or 2D video.
Alternative #2 UE centric avatar animation

Alternative #2a UE1 does avatar animation
D.4.3 UE1 animates the base avatar using animation data. The animation data may be generated by the media function, following steps D.3.1 and D.3.2 or it may be generated by UE1 in step D.3.4.
D.4.4 UE1 delivers the animated avatar to UE2. The animated avatar may be delivered, for example, as 3D (e.g. video with depth and multi-view information) or 2D video.
Alternative #2b UE2 does avatar animation
D.4.5 UE2 animates the base avatar using animation data. The animation data may be generated by the media function, following steps D.3.1 and D.3.2 and received by UE2 in step D.3.3 or it may be generated by UE1 in step D.3.4 and received by UE2 in step D.3.5.

D.5 Avatar Rendering
D.5.1 UE2 renders the animated avatar, using for example, viewport and pose of the user. In case of 2D avatars, only decoding and display of the received 2d video may be needed.
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Figure 6-1. Mapping Avatar Functions to IMS DC Architecture
Figure 6-1 shows a mapping of avatar functions to the IMS DC architecture, specifically the possible avatar functions which may be supported by the MF. Through such functions, the network may assist the UE with media processing related to the creation of avatar and animation data, as well the consumption of avatar data, in particular scene management/composition, and rendering.
Avatar storage functions storing base avatars may exist at the UE, DCAS, or the remote UE (subject to security constraints). Temporary (cache) storage of base avatars in MF for an avatar service session may also be supported, enabling the congregation and distribution of base avatars to multiple UEs in the session without the need for repeated delivery by the base avatar source. Base avatars used in recent calls may be identified by the sending UE and subsequently delivered from the DCAS and remote UEs to the avatar storage function in the MF.
For the support of avatar services based on the IMS DC architecture, media negotiation between the UE and network should include aspects related to:
· UE capability
· Network capability

7 [bookmark: _Toc157730044]6 	Potential Recommendations

[bookmark: _Toc157730045]8		References
[1]	Ekman, P., & Friesen, W.V. (1978). Facial action coding system: a technique for the measurement 	of facial movement. 
[2]	Ekman, P., Friesen, W. V., & Hager, J. C. (2002). Facial Action Coding System.
[3]	G. A. Abrantes and F. Pereira, "MPEG-4 facial animation technology: survey, implementation,  and results," in IEEE Transactions on Circuits and Systems for Video Technology, vol. 9, no. 2,  pp. 290-305, March 1999, doi: 10.1109/76.752096.
[4]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[5]	3GPP TR 22.856: “Feasibility Study on Localized Mobile Metaverse Services”
[6]	ISO/IEC 23090-14:2023, Information Technology – Coded Representation of Immersive Media – Part 14: MPEG Scene Description.
[7]	 ITU-T F.748.14 (03/2022), "Requirements and evaluation methods of non-interactive 2D real-person digital human application system".
[8] 	ITU-T F.748.15 (03/2022), "Framework and metrics for digital human application system".
[9] 	Zhou Y, Han X, Shechtman E, et al. Makelttalk: speaker-aware talking-head animation[J]. ACM Transactions On Graphics (TOG), 2020, 39(6): 1-15. 
[10] 	Zhao J, Zhang H. Thin-plate spline motion model for image animation[C]//Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022: 3657-3666. 
[11] 	Liu, Jinglin, et al. "Parallel and High-Fidelity Text-to-Lip Generation." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 36. No. 2. 2022.
[12]	PyTorch, https://pytorch.org/
[13]	ONNX, https://onnx.ai/
[14]	TensorRT, https://developer.nvidia.com/tensorrt

image1.png
AU[ FACS Name [AU[ FACS Name [AU[  FACS Name
T |Tnner Brow Raiser| 12 | Lid Corner Puller | 2 | Outer Brow Raiser
i Dimpler 1 Brow Lower | 15 |Lip Corner Depressor|
5 | Upper Lid Raiser | 16 |Lower Lip Depressor| 6 Check Raiser
17| Chin Raiser | 9 | Nose Wrinkler [ 20| _ Lip Stretcher
23| Lip Tightener | 10| Upper Lid Raiser |26 Jaw Drop





image2.png
Basic Expressions

Involved Action Units

Surprise

AUL, 2, 5, 15, 16, 20, 26

Fear

Anger

Tappiness

Sadness

AUL 4, 15; %3





image3.wmf



oleObject1.bin

image4.png




image5.png




image6.png




image7.png
Identity Expression Appearance Pose

Tdentity . ' . .
Epression . ' ’ ' . ..
A ' I I I MM ..0 ' .

Hlimination





image8.png
Figure 1. Given a single image, our NeuralHDHair reconstructs a
hieh-fidelity 3D hair model.





image9.emf
DNN

Source 

image/video

Generated video

Ground truth

Loss 

Function

Pre-

processing

Pre-

processing

Audio input

Text input

“ Nice to 

meet you…”

Video input

Driving input


Microsoft_PowerPoint_Slide.sldx














DNN



Source image/video

Generated video

Ground truth

Loss Function

Pre-processing

Pre-processing





Audio input



Text input

“Nice to meet you…”

Video input



Driving input







image1.png







image2.jpeg







image3.png







image4.jpg














image10.emf
DNN

Source 

image/video

Generated video

Pre-

processing

Pre-

processing

Audio input

Text input

“ Nice to 

meet you…”

Video input

Driving input


Microsoft_PowerPoint_Slide1.sldx














DNN



Source image/video

Generated video

Pre-processing

Pre-processing



Audio input



Text input

“Nice to meet you…”

Video input



Driving input







image1.png







image2.jpeg







image3.png







image4.jpg














image11.png
Common
Representation
Format

Proprietary
Format





image12.png
Base

Avatar
Blend shape Presentation
i H Engi
; ! Weights —
Format
Converters

i i Animation Streams
H

e.g Neural Codes

Base Neural
Avatar Decoder




image13.wmf
U

E

1

M

e

d

i

a

 

F

u

n

c

t

i

o

n

A

v

a

t

a

r

 

S

t

o

r

a

g

e

U

E

2

A

.

1

:

 

N

e

g

o

t

i

a

t

i

o

n

 

a

n

d

 

S

e

s

s

i

o

n

 

E

s

t

a

b

l

i

s

h

m

e

n

t

e

.

g

.

,

S

D

P

 

o

f

f

e

r

/

a

n

s

w

e

r

 

e

x

c

h

a

n

g

e

A

.

 

C

a

l

l

 

S

e

t

u

p

B

.

 

S

c

e

n

e

 

D

e

s

c

r

i

p

t

i

o

n

 

R

e

t

r

i

e

v

a

l

C

.

 

S

c

e

n

e

 

D

e

s

c

r

i

p

t

i

o

n

 

U

p

d

a

t

e

D

.

1

.

1

:

 

S

o

u

r

c

e

 

d

a

t

a

 

f

o

r

 

a

v

a

t

a

r

(

e

.

g

.

 

R

T

P

-

v

i

d

e

o

)

D

.

1

.

2

:

 

P

r

o

c

e

s

s

 

d

a

t

a

 

t

o

g

e

n

e

r

a

t

e

 

b

a

s

e

 

a

v

a

t

a

r

D

.

1

.

3

:

 

l

o

a

d

 

a

 

b

a

s

e

 

a

v

a

t

a

r

 

f

o

r

 

U

E

1

A

l

t

#

1

:

N

e

t

w

o

r

k

 

C

e

n

t

r

i

c

 

A

v

a

t

a

r

 

G

e

n

e

r

a

t

i

o

n

A

l

t

#

2

:

N

e

t

w

o

r

k

 

C

e

n

t

r

i

c

 

A

v

a

t

a

r

 

L

o

a

d

i

n

g

D

.

1

:

 

A

v

a

t

a

r

 

A

c

q

u

i

s

t

i

o

n

D

.

2

:

 

D

e

l

i

v

e

r

 

b

a

s

e

 

a

v

a

t

a

r

D

.

3

.

1

:

 

S

o

u

r

c

e

 

d

a

t

a

 

f

o

r

 

a

n

i

m

a

t

i

o

n

(

e

.

g

.

 

R

T

P

-

v

i

d

e

o

)

D

.

3

.

2

:

 

C

r

e

a

t

e

 

a

n

i

m

a

t

i

o

n

 

d

a

t

a

D

.

3

.

3

:

 

D

e

l

i

v

e

r

 

a

n

i

m

a

t

i

o

n

 

d

a

t

a

D

.

3

.

4

:

 

C

r

e

a

t

e

 

a

n

i

m

a

t

i

o

n

 

d

a

t

a

D

.

3

.

5

:

 

D

e

l

i

v

e

r

 

a

n

i

m

a

t

i

o

n

 

d

a

t

a

A

l

t

#

1

:

 

N

e

t

w

o

r

k

 

C

e

n

t

r

i

c

A

l

t

#

2

:

 

U

E

 

C

e

n

t

r

i

c

D

.

3

:

 

A

n

i

m

a

t

i

o

n

 

D

a

t

a

 

G

e

n

e

r

a

t

i

o

n

D

.

4

.

1

:

 

A

n

i

m

a

t

e

 

b

a

s

e

 

a

v

a

t

a

r

D

.

4

.

2

:

 

D

e

l

i

v

e

r

 

a

n

i

m

a

t

e

d

 

a

v

a

t

a

r

D

.

4

.

3

:

 

A

n

i

m

a

t

e

 

b

a

s

e

 

a

v

a

t

a

r

D

.

4

.

4

:

 

D

e

l

i

v

e

r

 

a

n

i

m

a

t

e

d

 

a

v

a

t

a

r

D

.

4

.

5

:

 

A

n

i

m

a

t

e

 

b

a

s

e

 

a

v

a

t

a

r

A

l

t

#

2

a

:

U

E

1

A

l

t

#

2

b

:

U

E

2

A

l

t

#

1

:

N

e

t

w

o

r

k

 

C

e

n

t

r

i

c

A

l

t

#

2

:

U

E

 

C

e

n

t

r

i

c

D

.

4

:

 

A

v

a

t

a

r

 

A

n

i

m

a

t

i

o

n

D

.

5

.

1

:

 

R

e

n

d

e

r

 

u

s

e

r

 

v

i

e

w

D

.

5

:

 

A

v

a

t

a

r

 

R

e

n

d

e

r

i

n

g

D

.

 

A

R

 

M

e

d

i

a

 

&

 

M

e

t

a

d

a

t

a

 

E

x

c

h

a

n

g

e

B

a

s

e

 

A

v

a

t

a

r

 

G

e

n

e

r

a

t

i

o

n

A

v

a

t

a

r

 

S

t

o

r

a

g

e

A

n

i

m

a

t

i

o

n

 

D

a

t

a

 

G

e

n

e

r

a

t

i

o

n

A

n

i

m

a

t

i

o

n

 

D

a

t

a

 

G

e

n

e

r

a

t

i

o

n

A

v

a

t

a

r

 

A

n

i

m

a

t

i

o

n

A

v

a

t

a

r

 

A

n

i

m

a

t

i

o

n

A

v

a

t

a

r

 

A

n

i

m

a

t

i

o

n


oleObject2.bin

image14.emf
S-CSCF

P-CSCF

IMS AS

UE

DC Signalling Function (DCSF)

Media Function (MF)

NEF

HSS

IMS-AGW

Gm Iq

Mw

ISC

DC1

DC2

DC3

N71/Sh

DC Application Server

N70

Nnef

Ndcsf

Nmf

Nimsas

N33

Mb

DC4

MDC2

MDC1

MDC3

Remote IMS

Mb

DC Application 

Repository (DCAR)

DC5

Ndcsf

N72/Sc

Base Avatar 

Generation

Animation Data 

Generation

Avatar Animation

Scene 

Management

Avatar Storage

Avatar Storage

Remote UE

Avatar Storage


Microsoft_Visio_Drawing.vsdx
S-CSCF
P-CSCF
IMS AS
UE

DC Signalling Function (DCSF)
Media Function (MF)
NEF
HSS
IMS-AGW
Gm
Iq
Mw
ISC
DC1
DC2
DC3
N71/Sh
DC Application Server
N70
Nnef
Ndcsf
Nmf
Nimsas
N33
Mb
DC4
MDC2
MDC1
MDC3
Remote IMS
Mb
DC Application Repository (DCAR)
DC5
Ndcsf
N72/Sc
Base Avatar Generation
Animation Data Generation
Avatar Animation
Scene Management
Avatar Storage
Avatar Storage
Remote UE
Avatar Storage



