

Page 4

3GPP TSG-SA WG4 Meeting #127	S4-240281
Sophia-Antipolis, France, 29 January - 2 February 2024	

Source:	Orange, B-COM, InterDigital Communications
Title:	On XR Spatial Computing and Spatial Description handling for Augmented Reality (AR) media services
Document for:	Discussion
Agenda Item:	6.2

Abstract: This contribution provides a short overview of the XR Spatial Description handling in the industry and in the standardization bodies for Augmented Reality (AR) applications. Some topics are identified for potential further studies in Release 19.
Introduction
The knowledge of the real world is required for the localization of the AR device and for a seamless insertion of virtual content into the user’s real environment. Such knowledge about the real world can include the location of trackables and anchors in order to correctly place virtual content according to the user(s), and also the 3D representation of the surrounding environment (point cloud, mesh, semantics) in order to ensure proper interactions between virtual and real content (occlusion, physics). Such anchoring capacities are cited 3GPP SA4 TS 26.119 [1] as supported in MPEG-I Scene description [8].
The set of AR functions which process sensor data to generate information about the world 3D space surrounding the AR user are often collectively referred to as spatial computing. Spatial computing includes functions such as tracking (to estimate the movement of the AR device at a high frequency), relocalization (to estimate the pose of the AR device), mapping (to reconstruct the surrounding space), and semantic perception (to process the captured information into semantical concepts). The resulting output of spatial computing is a set of spatial mapping information that is organized in a data structure called the XR Spatial Description for storing and exchanging the information.
The 3GPP SA1 TR 22.856 [2] has defined several use cases which require the handling of XR Spatial Description. Some of them correspond to:
· A localized mobile Metaverse service (section 5.1 of [2]), where a user has access to virtual content (e.g., store’s opening hours, personalized message) anchored to the location of some retail stores and restaurants within a station (Figure 1-left),
· A traffic flow simulation and situational awareness (section 5.2 of [2]), where real objects (including road infrastructure and vehicles including cars and trucks in each lane) will have a corresponding digital twin in the virtual world,
· A collaborative and concurrent engineering in product design (section 5.3 of [2]), where a distributed virtual environment (DVE) allowing the interaction of multiple users from different geographical locations (some of them are present at the same location) over a network (Figure 1-middle),
· A spatial anchor enabler (section 5.4 of [2]), where dedicated information is anchored to the wares of a seller (Figure 1-right).
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Figure 1: Some Use Case illustrations from TR 22.856 [1]

A short overview of the activities on the Spatial Description handling in the industry and in the standardization bodies is provided in section 3.
Some proposals on potential studies for Release 19 are presented in section 4.
Overview of Spatial Description handling
In the industry
Current AR solutions such as ARKit (Apple), ARCore (Google Android), Quest SDK (Meta), Hololens (Microsoft), Magic Leap, include different and varying relocalization solutions. All of them include an internal SLAM-based tracking system for localizing a user in an unknown environment. They also include proprietary anchoring systems, including proprietary trackable formats, for relocalizing in a previously visited environment or for sharing an AR experience with another user in the same place. The support for other types of trackables such as meshes, fiducial, and natural image markers varies from one system to another. In addition, each SDK also gives access to specific features that enable accessing 3D representation of the world, such as a depth map, a point cloud, a 3D reconstructed mesh, or even the 3D plans of an indoor environment (RoomPlan Apple). This 3D representation can be in some cases labelled with semantic data (Figure 2).
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Figure 2: XR Spatial Description with semantic data (Apple, Meta)
The obtained XR Spatial Description allows a seamless integration of virtual objects within the user’s environment, for example by managing occlusion and interaction based on physics simulation (Figure 3).
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Figure 3: Virtual objects insertion in the user’s real environment (Meta Quest 3)

In the standardization bodies
OpenXR [3] is an API that is developed by the Khronos Group for developing XR applications that address a wide range of XR devices. XR refers to a mix of real and virtual world environments that are generated by computers through interactions by humans. OpenXR includes various vendor extensions for tracking real elements of the real world such as images (XR_MSFT_scene_marker, XR_VARJO_marker_tracking, XR_ML_marker_understanding) and spatial acnhors (XR_HTC_anchor, XR_MSFT_spatial_anchor), and for scene meshing and understanding (XR_MSFT_scene_understanding, XR_ML_marker_understanding, XR_FB_triangle_mesh). 
As mentioned in 3GPP TR 26.998 [4], the ETSI Industry Specification Group AR Framework (ISG ARF) has developed a framework for AR components and systems [5] It introduces the characteristics of an AR system and describes the functional building blocks of the AR reference architecture and their mutual relationships. In that architecture, the World Storage block delivers information to other functions and subfunctions concerning the representation of the real world (e.g. information for relocalization, 3D object recognition and identification, AR authoring). Additionally, it receives information from other functions to update the representation of the world (e.g. 3D Mapping, 3D Object Recognition), it converts the world representation (Scene Meshing) or extracts part of this representation (Object 3D Segmentation). In that context, the concept of World Graph was introduced in ETSI GS ARF 004-2 [6]. A World Graph describes a scene of the real world used at runtime by AR systems to spatially register AR assets with the real world. It consists of Trackables and World Anchors spatially linked together. Trackables denote information to track objects of the real world. A World Anchor represents a pose in the real world in relation to one or multiple Trackables. APIs for the creation and management of this world representation are presented in ETSI GS ARF 005 [7].
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Figure 4 Example of World Graph as detailed in ETSI ARF
MPEG-I Part 14 Scene Description [8] specifies a MPEG_anchor extension based on Khronos glTF2.0 [9]. It enables a content creator to describe the spatial relationships between the virtual objects and particular real-world locations based on the definition of AR anchor and trackable objects. To support a variety of indoor and outdoor AR experiences, several types of trackables are defined, such as controller-based, floor, viewer, horizontal, or vertical planes, 2D or 3D marker, and geospatial coordinates.
In 3GPP SA4 Release 18, the support of AR anchoring is defined in TS 26.119 [1] and TS 26.143 [10] by referring the MPEG_anchor glTF extension. An available visualization space format defining a volume free of obstacle to insert virtual content into the user’s environment is defined in TS 26.119 [1] and TS 26.264 [11]. Quality of Experience (QoE) metrics related to AR anchoring are defined in the TR 26.812 [12]. 
Potential studies
Spatial computing and spatial descriptions have been briefly studied in TR 26.998 [4]. The study included a description of the AR functions that are part of the spatial computing process and high-level functional diagrams for XR spatial computing architectures with network/cloud support or a spatial compute edge. The potential work identified by the study included specifying support for AR relevant functionalities such split-rendering or spatial computing on top of a 5G System based on a generic architecture for real-time media delivery. Such architecture was defined in TS 26.506 with another specification TS 26.565 defining a media service enabler for split rendering functions. 
Hence, an extension of this is work is to study how this architecture can support core spatial computing functions and how to handle spatial descriptions. Such a study would focus on identifying and studying relevant use cases from 3GPP SA1 TR 22.85 and SA4 TR 26.998 that require XR Spatial Description handling. It would also study in more detail the different formats for spatial descriptions as well as interoperability requirements for such descriptions. Based on the architecture defined in the TS 26.506, the study would also describe architectural extensions and data flows for supporting spatial computing. Moreover, the study would identify where spatial computing functions run and which media, sensor, and description formats are used for exchange between these elements of the described architecture and how these functions could potentially interact with split rendering.
Also, based on the QoE metrics defined in the TR 26.812 [12], this study could follow on the work done earlier by defining transport data structures, protocols and the procedures for the configuration, measurement, and collection of these QoE metrics, with a particular emphasis on the metrics related to AR anchoring (e.g., tracking pose prediction error, anchor creation delay, anchor-detection-to-render-to-photon delay, anchor untracked ratio). Several scenarios can be envisaged based on, for example, which network entity performs the Spatial Computing task. 
Conclusion and Recommendation
Supporting spatial computing and the handling of spatial descriptions is required for the localization of the AR device and for a seamless insertion of virtual content into the user’s real environment. The handling of relevant QoE metrics is also required. We recommend that the group discusses the proposed study topics and to consider a feasibility study on these topics for Release 19.
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