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[bookmark: _Toc152690310]A.2.2.1	Camera
An RTC endpoint in terminal can be connected to one or more colour cameras, and/or to one or more depth cameras. Depth cameras in this document typically consist of infrared projectors and infrared cameras that estimate the depth from measured time-of-flight or distortion of projected patterns. Resolutions and frame rates of the cameras are set to meet available bit-rate, complexity, storage, or nature of applications.
The output formats of color cameras, in the form of Y, CR, CB or R, G, B signals, are specified in [27]. The RGB signals can be input to (2D) video encoders. The output pixel of depth cameras has a value of a 16-bit unsigned number that represents the distance (in millimeters) from the reference point of a depth camera to a point in the captured scene, up to 32.7 meters. The depth signals for a rectangular area (map) can be input to a lossless or lossy encoder, or combined with RGB signals for further processing. Further each depth distance value represents a point in 3D space that was mapped onto a 2D image plane via a series of transforms illustrated below:
[image: Diagram

Description automatically generated]
[bookmark: _Hlk117259904]Figure A.2.2.1.1 Mapping of 3D points to 2D image plane
In the figure, [R t] represents the rotation and translation from a 3D world coordinate system to a 3D camera’s coordinate system, whose parameters can be supplied by UE’s motion sensors. K is the camera intrinsic matrix defined as
[image: Shape

Description automatically generated with medium confidence]
where
	Parameter
	Unit
	Definition
	Note

	fx
	float
	X-axis focal length (in pixel)
	

	fy
	float
	Y-axis focal length (in pixel)
	

	cx
	float
	X-axis principle point (in pixel)
	

	cy
	float
	Y-axis principle point (in pixel)
	

	s
	float
	Skew coefficient
	Zero if image axes are perpendicular




NOTE 1:	With infrared-based depth cameras, measurable distance is typically less than several meters.
NOTE 2:	When the resolutions or aspect ratios of RGB and depth signals differ, the depth signals, whose resolutions are typically lower than those of RGB, can be interpolated to match the RGB signals.
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[bookmark: _Toc152690311]A.2.2.2	Pre/post-processor
An RTC endpoint in terminal may pre-process the outputs of cameras before they are input to video encoders, e.g., for converting the outputs into other representations, e.g., point cloud, or extracting scene information of local space. An RTC endpoint in terminal may post-process the outputs of video decoders before they are input to displays, e.g., for selecting scenes within FoV based on the extracted scene information or enhancing perceived video quality through appropriate filtering.
To support scaling and other rendering methods an RTC endpoint in terminal may identify further information on the size of captured 3D object based on the colour and depth camera properties, and data. The size of a 3D object captured with a colour camera, can be achieved with the help of the camera properties (focal length and sensor size) and the (estimated) distance to the subject. This means to estimating a physical size of an object (or user), first the image size of the object is determined in the captured image data, and secondly the relation between the image size and the physical size is determined with the help of the camera metadata (i.e., focal length) and the objects distance to the capture device (e.g., based on a depth camera or machine learning estimate). The resulting object size metadata comprises the size of the object to enable a rendering device or server to establish the “actual” size of the virtual object in the virtual environment in accordance with its physical size of the object in physical space. The size information can be signalled to a far-end RTC endpoint in terminal or conference managing server for scaling the 3D object to other objects or backgrounds. The size information may be transmitted periodically or in an on-demand fashion, depending on applications, and may also be used locally.
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