3GPP TSG-SA4 Meeting # 127	S4-240191
 Sophia Antipolis, France, 29th Jan - 2nd Feb, 2024

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Source:	Nokia Corporation1
Title:			[SR_MSE] Discussion on Split Rendering 
Agenda Item:		8.6
Document for:		Discussion
1	Introduction
Nokia strongly believes 3GPP can develop technologies which provide unique value addition as compared to OTT players. In our contribution S4-240190 we provide motivation on why SR_MSE needs to be a forward looking specification to be able to compete with mature OTT players in the domain. 
At present there are commercial players from different domains in the remote/split rendering space. Broadly there are three categories
· Cloud Gaming Services. Proprietary end to end platforms 
· Application development platforms that provide development support for remote rendering graphics like Unity Render Streaming  and  Unreal Pixel Streaming. 
· Both use WebRTC and web based interactive clients 
· Remote rendering service providers like Azure Remote Rendering and Nvidia CloudXR which provide SR cloud servers as well as a basic framework for server/client side application development. 
· First to market and clear advantages in terms of experience and existing infrastructure.
SA4 can leverage its expertise in providing value addition over OTT players in the domain. One such avenue is providing mobility in SR_MSE which may be supported by session relocation. 
Another avenue where 3GPP expertise can lead to service differentiation is leveraging network awareness beyond simple video rate control. Enabling de-facto split rendering and adapting the rendering split with operating conditions has obvious benefits to the user QoE.
While it is true that not all immersive experiences are amenable to session relocation or adaptive split rendering (e.g. fast game play: first player shooter games, racing games), a number of other experiences can tolerate and benefit from session relocation and adaptive split rendering ( e.g MMORPGs with slow game play, strategy games, XR co creation/ co-working applications ).
Nokia has brought contributions in these two areas in the past meetings of MBS SWG. There have been concerns about technical feasibility of these solutions. Here we try to alleviate these concerns. However, we want to reiterate that as a forward looking technology, we should not use widespread adoption of a technology as a benchmark to weigh contributions against. Technical feasibility should be viewed as distinct from widespread adoption. SA4 has followed this rule of thumb broadly, for example adoption of MPEG-I-SD based extensions, and should continue to do so in order to develop cutting edge standardized and interoperable technologies.
2	Session Relocation
The split-rendering session relocation has been proposed in the following past TDocs:
· SA4#126
·  S4-231781 à Initial contribution proposing split-rendering relocation.
· SA4-e MBS SWGpost 126:
· S4aI230186 à Revision shifting it to a dedicated annex.
· S4aI230206 à Revision shifting it as part of the pixel streaming profile.
It was argued during the last MBS SWG telco that relocation of split-rendering sessions is not feasible today, while the proposed mechanism ensures an uninterrupted split-rendering streaming session when a relocation is performed. 
Live migration of virtual machines running in datacenters and depending on GPU-hardware acceleration (e.g. simulations, game engines, AI tasks, …) is already supported by vendors, especially for NVIDIA-accelerated applications, as listed below:
· https://www.nvidia.com/en-us/data-center/virtualization/virtual-gpu-migration/ 
· https://www.nvidia.com/en-us/design-visualization/videos/vmotion-live-migration/  
· https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.vcenterhost.doc/GUID-8FE6A0DA-49E9-472B-815B-D630CF2014AD.html 
Furthermore, academic work highlights that gaming sessions can be migrated and synchronized in a negligible amount of time, as demonstrated in the research paper below:
· Talaria: in-engine synchronisation for seamless migration of mobile edge gaming instances [1]
 à Published in ACM CoNEXT 2021. This perfectly prove that game migration is possible, with perfectly aligned game state synchronization. The synchronization takes ~100ms for the two parallel game engines to be aligned, then the handover can be done.
The feasibility concerns were valid 10 years ago when migrating GPU-accelerated environment was a real technical challenge. However, recent academic work and vendors supporting such functionalities show that this would be feasible today in SR_MSE, if properly interfaced. The coupling of such migration techniques with streaming session established in SR_MSE requires an additional seamless handover layer that we have proposed in the above referenced TDocs. 
3	Adaptive Split Rendering
[bookmark: _Hlk150231671]Adaptive Split Rendering (ASR) for SR_MSE has been proposed by us in the following TDocs:
· SA4-e MBS SWG post 125 
· S4aI230173  Initial Contribution proposing adaptive split rendering for SR_MSE
· SA4-e MBS SWG post 126
·  S4aI230207  Re-submission in view of glTF2.0 support in SR_MSE

There have been a few comments about ASR by experts in MBS including concerns that, SA4 has not defined 3D media formats yet,  ASR is too advanced for SR_MSE and in the last call, about feasibility of ASR in general. We believe some of these concerns are an unfortunate misunderstanding of our proposal and others are valid, but already addressed by the technologies that SR_MSE relies on. Here we attempt to provide further clarifications. 

Adaptive Split Rendering takes inspiration from adaptive video streaming in that we aim for a split rendering session to provide a consistent user QoE of experience during fluctuations in operating conditions by adapting the rendering split between the SRS and the SRC, using features already included in SR_MSE.

· The first concern, about lack of defined 3D media formats in SA4 is not applicable as our proposal does not rely on 3D video, neither does it propose 3D video.

· The second concern, about ASR being too advanced was prima-facie justified in SA4-e MBS SWG post 125, as at that time SR_MSE specification did not mandate scene graph/scene description features and ASR depends on scene-graph/description being used for rendering, even though it can be agnostic of the actual scene graph format. As of now SR_MSE mandates minimum glTF2.0 processing capabilities both for 2D pixel streaming profile and 3D pixel streaming profile which are sufficient to support our proposed ASR feature.

· The third concern, about feasibility does not reflect state of the art in rendering both in academia and in OTT services. 
·  Unity based split rendering where some objects are rendered locally on the client was demonstrated half a dozen years ago, for example,  in CloudVR: Cloud Accelerated Interactive Mobile Virtual Reality [2] in 2018, on Google Daydream. 
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· Another demo example can be found in this video
· OTT services like Azure Remote Rendering, understand the need to  provide support for Split Rendering and can be configured for adaptive Split Rendering (e,g. by using HSO)
· CloudXR Unity client can be configured to render local objects and switch between local or remote rendering of an object (e.g. by sending app specific messages). 

These implementations are however proprietary and they cannot be as network aware as SR_MSE can be. A standardized interoperable solution for split rendering that leverages not just proximity of the SRS to the end user but also mobility and  network awareness to adapt and provide a seamless QoE can make SR_MSE an attractive proposition for Application Service Providers.


4	Eye-Blinking awareness
TDoc S4-240189 proposes to incorporate eye-blinking status to SR_MSE, in order to enable advanced functionalities and optimization. While eye-gaze may seem sufficient for that, it is actually not enough as it does not directly provide information about the eye status. OpenXR currently supports several eye-related formats, supporting vendor specific implementations (Facebook, Meta, HTC, Huawei, Microsoft headsets). We provide below a list of data structures that might take advantage of eye-status beside traditional eye-gaze information, from different industry sources:
· In OpenXR à https://registry.khronos.org/OpenXR/specs/1.0/html/xrspec.html#XrEyeExpressionHTC
·  XrEyeExpressionHTC incorporates blinking information.
· PICO Unreal Integration SDK à https://developer-global.pico-interactive.com/document/unreal/eye-tracking/ 
· LeftEyeOpenness /  RightEyeOpenness https://pdocor.pico-interactive.com/reference/unreal/xr/12832/get-eye-tracking-data/ 
Beside those examples, operating system already supports eye-status based control for a while in applications, particularly for accessibility, but not limited to:
· https://support.microsoft.com/en-us/windows/get-started-with-eye-control-in-windows-1a170a20-1083-2452-8f42-17a7d4fe89a9 
· Android Camera Switches https://blog.google/outreach-initiatives/accessibility/making-android-more-accessible/ 
4	Conclusion and Proposal
We believe SR_MSE should be a forward-looking WID focusing on delivering a differentiated solution when it comes to deployment of split-rendering over cellular mobile networks. We provide resources that demonstrate that Nokia proposals in pursuit of SR_MSE WID objectives are feasible. We firmly believe these solutions are necessary for SR_MSE to enable value added services in comparison with OTT market players in the remote rendering space.Therefore, we’d like to propose to move forward with the following TDocs:
· S4-240187
· S4-240189
· S4-240195
· S4-240197
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