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Abstract
As part of the work to study Artificial Intelligence (AI) and Machine Learning (ML) for Media in [1], this discussion paper outlines some challenges in splitting AI/ML models faced in feasibility tests performed by Vodafone Group R&D.
Background
In 2020 Vodafone worked with an automotive company to test the feasibility of an image recognition application distributed between a device in the car and the network, more specifically a Multi-access Edge Computing (MEC) node in the Radio Access Network (RAN).
This scenario matches the one proposed in Section 5.1.1.1 in [1].
To investigate the impact of different workload distributions between an in-vehicle device and a MEC node, an image processing application based on AlexNet[footnoteRef:2] was used. The simple Convolutional Neural Network (CNN) architecture of that application allowed the creation of different application variants by cutting the neural network at different points of the processing chain. In this way, the different application variants result in various processing loads on the in-vehicle device and the MEC node, respectively. The idea came from a seminal paper [2] at that time and a simplified view of the 8 tested variants is shown in Figure 1. [2:  https://en.wikipedia.org/wiki/AlexNet ] 
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[bookmark: _Ref16767014][bookmark: _Toc17193734][bookmark: _Toc29915971]Figure 1: Cut variants of exemplary image processing application (incl. details of intermediate tensors)
Every variant produces an intermediate tensor of a certain size that needs to be forwarded to the MEC node for final processing. The variant index increases with increasing processing being handled by the vehicle. The larger the variant index the less processing is to be executed by the MEC node. For example, in case of v0 the vehicle transmits the entire source image to the MEC node where all image data processing is handled. The respective intermediate tensor size per variant (in bytes) is depicted in Figure 2.

[bookmark: _Ref27731411][bookmark: _Toc29915972]Figure 2: Raw data/intermediate tensor sizes (in bytes) to be sent per application variant
Due to the varying dimensions of intermediate tensors, the various cut variants differ with respect to their uplink bandwidth demands. The more data needs to be transferred to the MEC node, the more the application performance will depend on available uplink bandwidth.
Test results
Initial lab tests
An initial network performance evaluation was conducted for variants v0 to v7 in a private 4G lab network where the following limited set of test cases was considered:
· Application image size at the source: 640x480 (VGA),
· 20% MEC node load,
· 0% and 30% eNB load,
· 0, 10 and 30ms added latency between eNB and MEC node (to emulate different physical deployments of MEC platforms relative to the base station site).
The evaluated KPIs (for each variant) were:
· the end-to-end application latency at the in-vehicle device from the capture of the image to the image recognition results obtained back from the MEC node, 
· the network RTT, i.e., the experience other users would feel when a specific application variant is running, measured by TWAMP probes.
The initial findings were:
· v0 (i.e. entire inference at the edge) to be always taken into consideration as a baseline comparison,
· in case of low eNB loads, RTT values correlate with amount of sent data bytes as expected,
· v5 was the most interesting partition point due to good balance with respect to distributed processing and sent data bytes.
These findings were in line with the results produced in the aforementioned paper.
Lab tests with data compression enabled. 
For v0, JPEG was used to compress the entire source image. The compression is lossy, but extremely efficient, resulting in 90% less data for the JPEG image compared to the raw image. For all other variants, a lossless zlib compression was used, because data loss should be avoided in the middle of the inference. For those variants, the compression ratio was roughly 50%.
In most of the cases, the end-to-end latency od the application was improved. Most noticeable enhancements were observed for v0, as this variant transfers the largest data volume to the MEC node and employs very efficient JPEG compression. In general, variants favouring offloading benefited from the compute power of the MEC node and outperformed other variants in terms of end-to-end latency. Performance results of variants performing more on-board processing may of course change with more powerful client devices.
Track tests
The two best variants from the lab tests (v0 and v5) were also evaluated in a test track, covered by an experimental 5G-NSA private network, in a car going at different speeds (30, 50, 70 km/h).
Those tests confirmed the findings and trends obtained in the lab.
More details on all the tests executed above may be provided in the appropriate setting.
Proposal
It is proposed that the study in [1] explores and/or evaluates the following challenges identified by Vodafone during their feasibility research:
· given the recent technical advancements in client devices and all scenarios included in [1], to re-evaluate the trade-off between having powerful client devices capable of executing complex AI workloads and offloading heavy computational task from clients to the network (edge)
· to test more challenging network scenarios including eNB handovers, client device using different mobile operators, international roaming, switching between different operational modes: standalone operation of the client devices versus co-operative operation with the application part on the MEC/edge node when available
· to evaluate the performance (in terms of bandwidth and latency) of 5G and “beyond 5G” networks
· to consider the scalability of the architecture with increasing number of client devices simultaneously making use of the same application against the same MEC node. Main concerns, especially with scenarios in Section 5.1.1.1 in [1], are limited uplink bandwidth and resource sharing at the edge.
· to assess the complexity of modern popular AI/ML models (like EfficientNet, EfficientDet, and YOLO) that may not be suitable for a clear split/partition like the old model used in the Vodafone research study.
· to consider alternative approaches like “ensemble models”: complementing a simple, fast in-vehicle AI/ML model with more sophisticated additional AI/ML models executed on the MEC node to increase confidence scores for detection results.
Vodafone Group R&D is eager to follow this study and, when needed, will contribute where they see a potential.
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Data Bytes Sent per Variant
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