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1. Introduction
IVAS renderer provides rich 3DoF rendering capabilities, supporting audio input in multi-channel, object, Ambisonic, MASA, and MASA mixed formats. Through metadata control, the input audio can be rendered into binaural audio with environmental sound effects and speaker array audio for playback. However, further improvement of rendering capabilities is still needed when facing complexity such as VR, and there is also insufficient IVAS support when connecting third-party renderers. Therefore, it is necessary to further improve 3DoF rendering capabilities to obtain more realistic rendering effects.


2. Discussions and Suggestions
2.1 Unified Ambisonic format
Ambisonic audio format usually needs to distinguish between channel arrangement order and normalization method. According to channel arrangement, it is divided into ACN and FuMa. ACN is divided into SN3D and N3D according to normalization method, while FuMa uses a normalization method similar to SD3D. Due to different suppliers using different Channel Orders and Normalization , the existing Ambisonic content is not unified in format, resulting in rendering without specifying the correct channel order and regularization coefficient , which will cause spatial errors . 
TR 26.353 Section 5.4.1 Scene-based audio (SBA) operation states: IVAS expects SBA input to be SN3D normalized and follow the ACN ordering convention.It seems that IVAS has considered the Ambisonic format issue, but due to certain reasons, it did not support it.  
Therefore, it is recommended to extend the rendered Ambisonic format and add the following parameter support:
	Rendering parameters
	Description
	Remarks

	normalization

	Ambisonic's normalization method, 0 represents N3D, 1 represents SN3D, 2 represents FuMa
	IVAS rendering needs to expand the corresponding capabilities


The reference code IVAS Renderer needs to extend the parameter capability of the IVAS_REND_AddInput () function to support the corresponding rendering. It is recommended to implement this function by extending the IVAS_AUDIO_CONFIG structure. The extended IVAS_AUDIO_CONFIG structure is as follows:
typedef enum _IVAS_AUDIO_CONFIG
{
    IVAS_AUDIO_CONFIG_INVALID,
    IVAS_AUDIO_CONFIG_MONO,                 /* mono output                            */
    IVAS_AUDIO_CONFIG_STEREO,               /* stereo output                          */
    IVAS_AUDIO_CONFIG_5_1,                  /* 5.1 speakers layout CICP6              */
    IVAS_AUDIO_CONFIG_7_1,                  /* 7.1 speakers layout CICP12             */
    IVAS_AUDIO_CONFIG_5_1_2,                /* 5.1+2 speakers layout CICP14           */
    IVAS_AUDIO_CONFIG_5_1_4,                /* 5.1+4 speakers layout CICP16           */
    IVAS_AUDIO_CONFIG_7_1_4,                /* 7.1+4 speakers layout CICP19           */
    IVAS_AUDIO_CONFIG_LS_CUSTOM,            /* custom loudspeaker layout              */
    
    IVAS_AUDIO_CONFIG_FOA,                  /* ambisonics, order 1                    */
    IVAS_AUDIO_CONFIG_HOA2,                 /* ambisonics, order 2                    */
    IVAS_AUDIO_CONFIG_HOA3,                 /* ambisonics, order 3                    */
   
    IVAS_AUDIO_CONFIG_FOA_FUMA,                      /* ambisonics, order 1  FuMa         */
    IVAS_AUDIO_CONFIG_HOA2_FUMA,                     /* ambisonics, order 1  FuMa         */
    IVAS_AUDIO_CONFIG_HOA3_FUMA,                     /* ambisonics, order 1  FuMa         */
     
    IVAS_AUDIO_CONFIG_FOA_ACN_SN3D,                  /* ambisonics, order 1  SN3D    */      
    IVAS_AUDIO_CONFIG_HOA2_ACN_SN3D,                 /* ambisonics, order 2  SN3D    */      
    IVAS_AUDIO_CONFIG_HOA3_ACN_SN3D,                 /* ambisonics, order 3  SN3D    */      
    
    IVAS_AUDIO_CONFIG_FOA_ACN_N3D,                  /* ambisonics, order 1   N3D    */      
    IVAS_AUDIO_CONFIG_HOA2_ACN_N3D,                 /* ambisonics, order 2   N3D    */      
    IVAS_AUDIO_CONFIG_HOA3_ACN_SN3D,                 /* ambisonics, order 3  N3D    */      
    
    IVAS_AUDIO_CONFIG_OBA,                  /* object based audio                     */
    IVAS_AUDIO_CONFIG_BINAURAL,             /* binaural with HRIR                     */
    IVAS_AUDIO_CONFIG_BINAURAL_SPLIT_CODED, /* split binaural with CLDFB coded output */
    IVAS_AUDIO_CONFIG_BINAURAL_SPLIT_PCM,   /* split binaural with PCM coded output   */
    IVAS_AUDIO_CONFIG_BINAURAL_ROOM_IR,     /* binaural with BRIR                     */
    IVAS_AUDIO_CONFIG_BINAURAL_ROOM_REVERB, /* binaural with HRIR + reverb            */
    IVAS_AUDIO_CONFIG_ISM1,                 /* ISM1                                   */
    IVAS_AUDIO_CONFIG_ISM2,                 /* ISM2                                   */
    IVAS_AUDIO_CONFIG_ISM3,                 /* ISM3                                   */
    IVAS_AUDIO_CONFIG_ISM4,                 /* ISM4                                   */
    IVAS_AUDIO_CONFIG_MASA1,                /* MASA1                                  */
    IVAS_AUDIO_CONFIG_MASA2,                /* MASA2                                  */
    IVAS_AUDIO_CONFIG_EXTERNAL              /* external renderer                      */

} IVAS_AUDIO_CONFIG;

2.2 Acoustic environment model
TR 26.253 Section 7.3 Room acoustic rendering describes IVAS rendering supports synthesis of room acoustics for realistic immersive effect. The room acoustics can be synthesized using room impulse response convolution or late reverb, optionally combined with early reflections. The article mentions three artificial reverberation models for Early-reflection synthesis: Room impulse response convolution, Sparse frequency-domain reverberator, and Feedback-delay network reverberator. The reverberation model used is the rectangular room modelSection 7.4.7 Room acoustic parameters describes the ambient acoustic parameters
Due to the frequent changes in user environments in scenarios such as VR and games, there is a more realistic demand for immersive listening experience, which usually requires the use of advanced physical simulation methods to render environmental sounds.
The physical simulation method simulates the propagation route of sound waves in the real scene, causes a certain attenuation through the absorption and scattering of building materials, and finally reaches the user's ears. The physical simulation process will calculate the BRIR of the user's current location in real time to render a reverberation effect closer to the real scene. The simulation process needs to define the geometric model of the scene. Therefore, it is recommended to add support for physical simulation in Section 7.3, Environmental Sound Model, and add relevant metadata support in Section 7.4.7.
The recommended acoustic environment metadata description is as follows:
	Ambient acoustic parameter
	Description
	Remarks

	RT60
	indicating the time that it takes for the reflections to drop 60 dB in energy level 
	

	DSR 
	diffuse to source signal energy ratio
	

	Pre-delay
	delay at which the computation of DSR values was made. Can be interpreted as the threshold between early reflections and late reverberation phase. 
	

	room dimensions
	3D rectangular virtual room dimensions, 
	

	absorption coefficient 
	Broadband energy absorption coefficient per wall
	

	listenerOrigin
	Listener origin coordinates within room (optional)
	

	lowComplexity
	Low-complexity mode (optional) – favours efficient early reflection rendering over spatial accuracy.
	

	fc
	band frequency of predefined frequency grid to be used
	

	vertices
	A set of triangle vertex coordinates used to describe the geometric model of the scene from a geometric perspective. The number of triangles n = num_vertices /3 , for example {x1, y1, y2, x2, y2, y3...}
	Added

	indices
	The triangle vertex arrangement order of the geometric model. Several triangles are arranged in this order to uniquely determine a geometric scene, such as {0,1,2,1,2,3...}
	Added


Using the five parameters of absorption, DSR, fc, vertices, and indices in the above table can satisfy the sound parameters of the physical simulation environment.
Due to the large number of triangles in the mesh of complex scenes, it is recommended to define layering for scene complexity. The layering suggestions are as follows:
	Level
	Maximum number of triangles
	Remarks

	0
	12
	Shoebox model, cube, the simplest scene model

	1
	4096
	Able to preliminarily represent 3D geometric models of commonly used buildings, such as I am , living room and other common scenes

	2
	70,000
	3D geometric models that can represent irregular buildings more finely, such as music halls, churches and other more complex scenes

	3
	unlimited
	3D geometric models that can accurately represent any scene without restrictions


2.3 Rendering Control
TR 26.253 Section 7.4 Rendering controls including Head Tracking, Orientation Tracking, HRTF and BRIR sets, Room acoustic parameters. From the perspective of rendering control, controlling the mute of input audio (different from gain = 0 and remove source) can increase the flexibility and efficiency of rendering, and has better support for scenarios such as multi-language switching.
Film and television works usually have multi-track audio in the video container, the most common is multi-language support . In this case, the background sound is the same, only the language-related audio needs to be adapted to different modes. If two-track storage is used, more storage space is required. The mute control of input audio can effectively reuse common materials, which can increase the flexibility of rendering. The mute rendering control process is as follows:

According to the above figure, using three input audios through mute control, two different channels can be rendered. If multi-track independent rendering is performed, four input audios are required to render two channels.

Therefore, it is recommended to add rendering controls on whether the input audio is muted in section 7.4.
Add the following interface to the reference code:
ivas_error IVAS_REND_SetInputIsMute(
    IVAS_REND_HANDLE hIvasRend,                     /* i/o: Renderer handle                                     */
    const IVAS_REND_InputId inputId,                /* i  : ID of the input                                     */
    const int mute                                  /* i  : mute flag， 0 no，1 yes                             */
);

3.Conclusion
IVAS is a new generation immersive audio standard. In order to make rendering capabilities applicable to various scenarios such as XR and gaming, this proposal proposes to expand the ability of IVAS to adapt to external rendering needs, in order to enhance the rendering expression ability of IVAS.
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