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1. Introduction
Updates to the basic workflow text for split inferencing.
2. Reason for Change
Reflect latest changes in PD:
· Add RTC
· Merged basic procedure for split
3. Proposal
It is proposed to agree the following changes to 3GPP TR 26.927 v0.6.0.

* * * First Change * * * *
[bookmark: _Toc157775254]5.2.23	Split AI/ML operation
[bookmark: _Toc157775255]5.2.3.1	Basic architectures
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Figure 5.2.3-1: Basic architecture for split inference between the network and UE, with media data source in the network or from the UE via the network
Figure 5.2.3-1 shows a simple basic architecture for split inferences between the network and the UE, as described in scenario 2b) of clause 5.2.1, where the media data source comes from the network, or from the network via the UE. The first part of the AI model is executed on the network side and the second part on the UE.
For the split inference (network-UE) scenario, additional components are required:
In the network:
-	An AI model inference engine that receives both the network AI model subset(s), and input data, for network inference. The input data may come from the UE through the network.An intermediate data delivery function receives the partial inference output (intermediate data) from the network inference engine, and sends it to the UE via the 5GS. This delivery function may also contain functionalities related to QoS requests and monitoring, as well as those related to the optimization or compression of intermediate data.
In the UE:
-	An intermediate data access function receives the intermediate data from the network via the 5GS, and sends it to the UE inference engine for UE inference. If the intermediate data delivery function performs optimization or compression on intermediate data, this function may apply the corresponding reconstruction or decompression techniques.
-	The final inference output data is sent to the data destination (e.g. a media player).
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Figure 5.2.3-2: Basic architecture for split inference between the UE and network, with media data source in the UE
Figure 5.2.3-2 shows a basic architecture for split inferences between the UE and the network, as described in scenario 2b) of clause 5.2, where the media data source originates from the UE, the first part of the inference is performed in the UE, the second part in the network. The resulting output data is finally sent back to the UE.
For the split inference (UE - network) scenario, additional components are required:
In the UE:
-	An AI model inference engine that receives both the network AI model subset(s), and input data (from a UE data source), for UE inference.
-	An intermediate data delivery function receives the partial inference output (intermediate data) from the UE inference engine, and sends it to the network via the 5GS. This delivery function may also contain functionalities related to QoS requests and monitoring. If the intermediate data delivery function performs optimization or compression on intermediate data, this function may apply corresponding optimization or decompression techniques.
-	An inference output access function receives the inference output data from the network via the 5GS, and sends it to the relevant data destination according to the AI media service.
In the network:
-	An intermediate data access function receives the intermediate data from the UE via the 5GS, and sends it to network inference engine for network inference. If the intermediate data delivery function applies optimization or compression on intermediate data, this function may apply corresponding optimization or decompression techniques.
-	The final inference output data is sent to the UE via the 5GS, through the inference output delivery function. 
For both split inference scenarios, extra factors may be considered, including those such as:
-	Configuration of the split inference between the network and UE. (e.g. definition and selection of the AI/ML model composition into “UE AI model subset” and “network AI model subset”)
-	Resource allocation and management for network inference, including ingestion of network AI model data and media data
-	Intermediate data delivery pipelines between the network and UE, in particular considering the use of 5GMS or RTC defined pipelines to stream intermediate data that is media content data.
-	The functionalities of certain components in figure 5.2.1-1 and figure 5.2.2-1 may overlap, and depending on the use case a combined architecture may also be considered FFS.
-	Certain components may also overlap with functions defined in 5GMS or RTC architectures, clarifications FFS.
[bookmark: _Toc157775256]5.2.3.2	Basic workflows
Figure 5.2.3-3 shows a basic workflow for split inference between the network and UE, with media data source in the network. Steps for the procedures shown are described below to illustrate the use-cases clause 4.2.


Figure 5.2.2.2-1: Basic workflow for split inference between the network and UE
0. The session is established between the UE and the network.
 AI Split Inference Negotiation (This step may be performed at the beginning or during the session when the UE or network status has changed):
1. The UE Application gets the UE’s capability information such as memory and AI inference processing capabilities available for the AI service, supported AI framework information, connection capabilities, etc.
Alternative Case#1: Network decides the split inference:
2a. The UE Application sends an AI split inference Request to the Network Application. The request may include AI/ML service information (e.g. service requirements), UE’s capability such as available AI inference processing capabilities, supported AI framework for the AI Inference Engine, available bandwidth (uplink/downlink) and preferred delivery method. The UE may also indicate the optimization selection choice regarding latency, energy consumption, network bandwidth to let the Network Application to find the best compromise.
3a. The Network Application gets the UE’s request information. 

4a The Network Application 

selects a proper AI model (including the UE AI model subset and the network AI model subset) for split inference from all matched AI models (with different candidate split points configurations) based on the service requirement information, the UE’s capability information and the network’s capability information. 

5a. The Network Application sends an AI Inference Resource Allocation request to the AI Model Inference Engine with the selected network AI model subset information (including the split point and the intermediate data information).
6a. The AI Model Inference Engine responds with a successful result to the Network Application.
7a. The Network Application sends the AI Split Inference Response with the selected UE AI model subset information (including the split point and the intermediate data information) to the UE Application.
Alternative Case#2: UE decides the split inference:
2b. The UE Application sends an AI Model Information Request to the Network Application. The request may include AI/ML service information (e.g. service requirements), UE’s capability such as the available AI inference processing capabilities, supported AI framework for the AI Inference Engine, available bandwidth (uplink/downlink) and preferred delivery method. 
3b. The Network Application collects all matched AI models with different candidate split points configurations based on the service requirement information, the UE’s capability information and the network’s capability information. Candidate split point configuration may also include model accuracy, Intermediate data characteristics, latencies (e.g. UE application, uplink/downlink connections, Network Application), UE profile required to infer the UE subset (Memory or computing resources), distribution mode (e.g. RTP/DASH/Progressive and multicast support).
4b. The Network Application sends the AI Model Information Response with all matched candidates split points configurationsUE AI model subset(s) information (including the split point and the intermediate data information) to the UE Application. The information response may also include information such as the range/list of supported split points, a preferred split point configuration. 
5b. The UE Application selects a split point configuration based on the received information in the AI Model Information Response.
6b. The UE Application sends an AI Split Inference Selection Request to the Network Application with the selected split point configuration .
7b. The Network Application sends an AI Inference Resource Allocation request to the AI Model Inference Engine with the network model subset information corresponding to the AI model selected by the UE Application.
8b. The AI Model Inference Engine responds with a successful result to the Network Application.
9b. The Network Application sends the AI Split Inference Selection Response to the UE Application.

AI Model Subset Delivery:
10. The Network Application identifies the selected UE and network AI model subsets in the AI model Repository.
11. The AI Model Inference Engine in the network receives the network AI model subset.
12. The AI Model Access Function establishes a UE AI model subset delivery session with the AI Model Delivery Function.
13. The AI Model Access Function receives the UE AI model subset.
14. In the UE, the AI Model Access Function passes the UE AI model subset to the AI model Inference Engine.
AI split inference:
 Alternative case#1: data source in the network
15a. The network AI model Inference Engine receives media data from the network Data Source or a peer user.
16a. The network AI model Inference Engine performs network AI inferencing.
17a. The Intermediate Data Access Function establishes an intermediate data delivery session with the Intermediate Data Delivery Function.
18a. In the UE, the Intermediate Data Access Function receives intermediate data and passes it to the AI Model Inference Engine.
19a. The AI Model Inference Engine in the UE performs AI inferencing.
20a. The AI Model Inference Engine passes the inference output result to the UE Data Destination for consumption.
Alternative case#2: data source in the UE
15b. In the UE, the Data Source passes media data to the AI model Inference Engine.
16b. The UE AI model Inference Engine performs UE AI inferencing.
17b. The Intermediate Data Access Function establishes an intermediate data delivery session with the Intermediate Data Delivery Function.
18b. In the network, the Intermediate Data Access Function receives intermediate data and passes it to the AI Model Inference Engine.
19b. In the network, the AI Model Inference Engine performs network AI inferencing.
20b. The network AI Model Inference Engine sends the inference output result to the UE Data Destination or a peer user.
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Figure 5.2.3-3: Basic workflow for split inference between the network and UE, with media data source in the network
During the initialization and establishment step, it is assumed that information related to the required features and detailed configurations are exchanged and negotiated between the network and UE. Information may include those related to UE device and network capabilities (including split capabilities), AI/ML service information (e.g. service requirements, split AI/ML model descriptions), and delivery methods. Such information may be used for the selection of a suitable split AI/ML model configuration, and its associated UE and network AI model subsets, for the service.
1.	The UE Application and Network Application communicate to trigger split AI model delivery, using the information from the initialization and establishment step.
2.	A split AI model is selected between the UE Application and Network Application.
3.	The Network Application identifies the selected UE and network AI model subsets in the AI model Repository/Provider.
4.	The AI Model Inference Engine in the network receives the network AI model subset.
5.	The AI Model Access Function establishes a UE AI model subset delivery session with the AI Model Delivery Function.
6.	The AI Model Access Function receives the UE AI model subset.
7.	In the UE, the AI Model Access Function passes the UE AI model subset to the AI model Inference Engine.
8.	In the network, the Data Source passes media data to the AI model Inference Engine.
9.	The network AI model Inference Engine performs network AI inferencing.
10.	The Intermediate Data Access Function establishes an intermediate data delivery session with the Intermediate Data Delivery Function.
11.	In the UE, the Intermediate Data Access Function receives intermediate data and passes it to the AI Model Inference Engine.
12.	The AI Model Inference Engine in the UE performs AI inferencing.
13.	The AI Model Inference Engine passes the inference output result to the UE Data Destination for consumption.
Figure 5.2.3-4 shows a basic workflow for split inference between the UE and network, with media data source in the UE.
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Figure 5.2.3-4: Basic workflow for split inference between the UE and network, with media data source in the UE
During the initialization and establishment step, it is assumed that information related to the required features and detailed configurations are exchanged and negotiated between the network and UE. Information may include those related to UE device and network capabilities (including split capabilities), AI/ML service information (e.g. service requirements, split AI/ML model descriptions), and delivery methods. Such information may be used for the selection of a suitable split AI/ML model configuration, and its associated UE and network AI model subsets, for the service.
1.	The UE Application and Network Application communicate to trigger split AI model delivery, using the information from the initialization and establishment step.
2.	A split AI model is selected between the UE Application and Network Application.
3.	The Network Application identifies the selected UE and network AI model subsets in the AI model Repository/Provider.
4.	The AI Model Inference Engine in the network receives the network AI model subset.
5.	The AI Model Access Function establishes a UE AI model subset delivery session with the AI Model Delivery Function.
6.	The AI Model Access Function receives the UE AI model subset.
7.	In the UE, the AI Model Access Function passes the UE AI model subset to the AI model Inference Engine.
8.	In the UE, the Data Source passes media data to the AI model Inference Engine.
9.	The UE AI model Inference Engine performs UE AI inferencing.
10.	The Intermediate Data Access Function establishes an intermediate data delivery session with the Intermediate Data Delivery Function.
11.	In the network, the Intermediate Data Access Function receives intermediate data and passes it to the AI Model Inference Engine.
12.	In the network, the AI Model Inference Engine performs network AI inferencing.
13.	The UE Data Destination receives the inference output result from the network.

* * * End of Changes * * * *
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