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1 Introduction
Compared to traditional speech codecs, immersive speech/audio codec IVAS supports more signal types, a wider range of bitrates, and includes additional rendering features. The signal types it supports include mono, stereo, multi-channel, multi-object, FOA, HOA, MASA, etc. The multi-channel signal supports up to 7.1.4 channel format, which has 12 channels. Its rendering supports rendering of various signal types to both binaural and standard loudspeaker arrays. With more signal channels, a larger code rate range, and additional rendering features, the maximum computational complexity and memory requirement are significantly increased compared to traditional speech codecs, e.g., EVS. It is therefore important to introduce an effective operating mode negotiation mechanism for IVAS.

2 Discussions
[bookmark: foreword][bookmark: introduction][bookmark: references][bookmark: definitions][bookmark: clause4][bookmark: tsgNames][bookmark: startOfAnnexes][bookmark: historyclause]IVAS supports more signal channels, a larger coding rate range, and additional rendering features. While these greatly improve the speech/audio call experiences, they also push the maximum computational complexity and memory requirement way above that of traditional codecs, e.g., current estimate is that up to 10*EVS complexity and memory are necessary to implement full feature IVAS. It has been mentioned by the source in an earlier contribution (S4-230876) that such increase is simply not easy for industry to accommodate based on visible VLSI technology evolution paths for certain foreseeable future, delaying therefore IVAS deployment in the market place.
In order to address the difficulty of implementing high-complexity codecs, a common practice in the industry is to profile the codec. For example, in the design constraints IVAS-4 [1], three profiles of different complexity are specified, namely L1 (<3*EVS computational complexity), L2 (<6*EVS computational complexity) and L3 (<10*EVS computational complexity). Among them, L1 might support mono, stereo, FOA and MASA codecs, L2 might support multi-channel and multi-object codecs in addition to L1 features, and L3 might support up to 3rd order HOA codecs in addition to those in L2. Different UEs can choose one of the three profiles to implement based on their actual capabilities. When two UEs supporting different profiles trying to establish a call, they will generally negotiate to use the signal type and coding rate supported by the lesser complex profile for the call to ensure a reliable connection. However, this approach has a significant shortcoming, i.e., UEs built with lower profiles cannot decode all bit streams, which imposes an effective limitation on UEs built with higher profiles to operate as lower profile UEs.
To mitigate this issue, one possible alternative is the one considered in IVAS-4, i.e., a UE should be able to decode/render any bitstream. With such a requirement, although it appears that L3 UE in the transmitting direction can produce a higher quality bit-stream and send it to L1 UE for decoding, but typically L1 UE will only output reduced quality speech/audio format such as stereo or binaural, wasting therefore L3 UE’s power and precious network resources for no apparent user benefit.
[bookmark: _GoBack]Another drawback with such a simple profile based grouping and negotiation is that it does not provide enough flexibility for device manufacturers to gradually deploy IVAS. For example, without 3 times EVS hardware resources they can not deploy IVAS enabled devices, while those devices can perfectly support stereo as first step into immersive services. 
Also, simple negotiation scheme might not accommodate asymmetric channel setup: a user A equipped with a FOA microphone can send voice/audio in FOA mode to user B, but in the reverse direction user B might not have such FOA capturing device at hand, as result A cannot use FOA to transmit either.
Based on the above analyses, a better method is proposed to conduct a precise codec operating mode negotiation when establishing a call or whenever application conditions are changed requiring renegotiation of operating mode, and select the most appropriate codec operating mode combination based on the actual capabilities of the communicating UEs. This not only ensures the optimal call experience for a given condition, but also prevents wasted power consumption, which is an important initiative within 3GPP.
· [bookmark: _Hlk150074101]Each UE that supports IVAS will maintain two tables based on the UE's capabilities: an IVAS codec mode configuration table, which can be refreshed according to the UE’s status, and a supported codec coding rate set table.
· The IVAS codec mode configuration table indicates all combinations of IVAS encoding and decoding signal types and the highest bit rates that the UE can support. Codec mode and highest bit rate combinations that a UE can support are limited by the overall chip capabilities, and there will only be fixed combinations, i.e., if encoding direction takes more hardware resources, then the corresponding decoding direction would have less available capabilities.
· Each UE will have a default IVAS codec configuration table when it leaves the factory. Depending on factors such as the chip computing power and memory size of the UE, the IVAS codec configuration table may be different for different UE platforms.
· Since the types of IVAS input signals that UEs can encode are also related to some external factors, for example, only when a UE is attached to FOA or HOA acquisition equipment that it makes sense to support FOA/HOA encoding. Also, when the UE’s battery status is low, some high-complexity encoding/decoding modes might be less desirable to be used. This requires the mobile terminal to dynamically update its own IVAS codec configuration table to reflect the current suitable capabilities of the UE.

For example, the UE-A has the two tables as below:

UE-A codec mode configuration table (signal type and highest bit-rate)
	
	Combination1
	Combination2
	Combination3

	Decoding mode
	Mono
	Stereo
	FOA

	
	13.2
	32
	48

	Encoding mode
	Mono
	Mono
	Mono

	
	24.4
	16.4
	13.2

	
	Stereo
	Stereo
	Stereo

	
	32
	24.4
	16.4

	
	FOA
	FOA
	

	
	48
	24.4
	




UE-A codec coding rate set table
	Mono
	9.6
	13.2
	16.4
	24.4

	Stereo
	13.2
	16.4
	24.4
	32

	FOA
	24.4
	32
	48
	



And UE-B has the two tables as:
UE-B codec mode configuration table
	
	Combination1
	Combination2
	Combination3
	Combination4

	Decoding mode
	Mono
	Stereo
	FOA
	HOA2

	
	13.2
	32
	48
	64

	Encoding mode
	Mono
	Mono
	Mono
	Mono

	
	24.4
	16.4
	16.4
	9.6

	
	Stereo
	Stereo
	Stereo
	

	
	32
	24.4
	13.2
	

	
	FOA
	FOA
	
	

	
	32
	24.4
	
	




UE-B codec coding rate set table
	Mono
	9.6
	13.2
	16.4
	24.4

	Stereo
	13.2
	16.4
	24.4
	32

	FOA
	24.4
	32
	48

	HOA2
	32
	64
	




 
1.UE-A sends an INVITE request to UE-B, the SDP in the request includes its two tables. 
-	bit-rate-list: includes the codec coding rate set table, each codec has its bit rate list, for example, (mono, 9.6|13.2|16.4|24.4) means mono codec support 9.6/13.2/16.4/24.4kbps;
-	signal-list: includes codec mode configuration table, each combination for decoding and encoding codec are using square brackets to seperate, for example, [(mono/13.2), (mono/24.4, stereo/32, foa/48)] shows the combination1 of UE-A shown as above table.
2.UE-B decides according to the local policy whether to negotiate based on its own encoding capability or its own decoding capability. Take encoding capability negotiation as an example:
1 Since the most performing encoding mode supported by UE-B is FOA@32, and the decoding modes of UE-A includes FOA@48 or less, it is determined that the encoding mode of UE-B, and decoding of UE-A, is FOA, with operating bit rate at equal or less than 32;
2 Determine the intersection of encoding rates of the FOA modes supported by the UE-A and the UE-B to be 24.4 and 32;
3 Once the decoding mode is determined to be FOA for UE-A, one can find the best performing encoding mode for UE-A is Stereo@24.4. It is determined that the decoding mode for UE-B, and the encoding mode of UE-A, is Stereo;
4 Determine the intersection of coding rates of Stereo modes supported by the UE-A and the UE-B to be 13.2, 16.4.
3. UE-B sends 18X or 200 OK to UE-A, the response includes the negotiation result for the decoding and encoding codec mode. For example:
-	signal-result: includes the decoding and encoding codec mode from UE-B perspective, for example, {(stereo,13.2|16.4) ,(foa,24.4|32)} means UE-B will use STEREO as decoding codec with bit rate 13.2 and 16.4, FOA as encoding codec with bit rate 24.4 and 32.
4. UE-B answers the call, UE-A and UE-B communicate with each other.
5. UE-A encodes IVAS with STEREO codec and sends to UE-B.
6. UE-B encodes IVAS with FOA codec and sends to UE-A.
A clear advantage of this approach is that it allows to dynamically identify the most performing mode for communication between two particular UEs.

3 Proposal
It is proposed to agree to use this approach to determine the codec operating modes: configuration and bit rate to be used for a call instead of a fixed level based approach, and amend relevant specifications of IVAS standard. 
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UE-A
1.INVITE
m=audio 49152 RTP/AVP 100 96
a=rtpmap:100 IVAS/8000 
a=fmtp:100 bit-rate-list={(mono, 9.6|13.2|16.4|24.4), (stereo, 13.2|16.4|24.4|32),(foa, 24.4|32|48)}; signal-list={[(mono/13.2), (mono/24.4, stereo/32, foa/48)], [(stereo/32), (mono/16.4, stereo/24.4, foa/24.4)], [(foa/48), (mono/13.2, stereo/16.4)]}
UE-B

3.18X/200
m=audio 49154 RTP/AVP 100 96
a=rtpmap:101 IVAS/8000 
a=fmtp:101 signal-result={(stereo,13.2|16.4)，(foa,24.4|32)}
2.Choose the decoding and encoding mode based on the SDP offer received from UE-A and the capability of the UE-B


5. Encode STEREO codec
6. Encode FOA codec
4.UE-B answers, UE-A and UE-B communicate with each other
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