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1 Introduction
As documented in MeCAR PD v3.0 since SA#120-e (August 2022), the rendering of AR content, , including when OpenXR is used, relies on depth map as documented in clause 3.8.1 Visual rendering in OpenXR:
· “Depth Composition Layer: provides an extra composition layer to allow applications to submit depth maps to assist with the pose correction of projected images of a project layer.”

In addition, the composition of AR content with video-see through device relies on alpha maps such that the virtual content can be composed with the captured view of the scene. As of SA4#122 (February 2023), this was also documented how XR Runtime can use this information by setting the proper environment blend parameter as documented in clause 3.6.1 Interest of Transparency information:

· XR_ENVIRONMENT_BLEND_MODE_ALPHA_BLEND. The composition layers will be alpha-blended with the real world behind the display. The composited image will be interpreted as an RGBA image, with the composited alpha channel determining each pixel’s level of blending with the real world behind the display. This is the typical mode for an AR experience on a phone or headset that supports video passthrough.

Based on this knowledge, and in the context of split rendering, the depth an alpha map components are no longer generated locally but are generated and sent over the network by the split rendering server.
This is the reason why since August 2022, further work in MeCAR has been carried out to fulfil those requirements from the SR_MSE work item. 
In particular, one technical solution to carry those components (depth an alpha) was progressed in the MeCAR PD based on a multi-stream approach. That is, texture, depth and alpha would be encoded as part of independent video bitstreams. Other approaches were also documented in the MeCAR PD 6.8.1.5 Carriage of RGBD content over RTP with a single stream, texture and depth stitched together, and carriage with MIV encapsulation over RTP.
Based on this work, the solution based on multi-stream approach was finally worked out as a pCR to MeCAR TS submitted at SA4#126 as S4-231860. The latest revision at this point is (new one may have been submitted in the meantime): http://10.10.10.10/ftp/SA/SA4/Inbox/Drafts/Video/S4-231860_r1.docx 
The key issue in the context of Rel-18 work of MeCAR is the ability to send depth and alpha information using existing compressors – this is fully aligned how deployed systems operate, they use an install base of video decoders on SOC platforms. Existing 3GPP video codec capabilities are well aligned with the referred install base. 3GPP video codecs as available in Rel-18 exclusively support input signals being YUV 4:2:0. This is also aligned with install base of codecs. Hence, it is of relevance that depth and alpha information (referred to as “signal” in the Figure below) can be compressed using YUV 4:2:0-based codecs. 
 [image: ]
The property of the signal can be provided through the app, or in a more “standardized” version in the configuration. There is no need that the inner yuv to yuv loop needs to be aware of the “signal” wrapper. This is common practice today. In order to support interoperability, the only issue to be addressed is the conversion of the signals from yuv to the “signal”. In the context of what matters, the signal may be alpha, depth or RGB signals for MeCAR.  
2 Working assumptions
We believe that the design principles guiding the definition of the solution for the use case of split rendering are:
1. The solution works with YUV 4:2:0 signals.
2. The solution is based on current 3GPP video codec.
3 Way forward
As next steps to, the following actions are suggested:
1. Define the conversion of depth map and alpha map to/from YUV 4:2:0 format, similarly that RGB to YUV conversion module is defined in MeCAR PD in clause 6.10.1 Color conversion module.
2. Define in MeCAR TS the metadata describing depth and alpha maps.
3. Define in SR_MSE, the transport of “RGBDA” format using a multi-stream approach as well as the signaling of the static metadata (of step 2), as part of the split rendering session configuration.
4. This “RGBDA” format is targeting SR_MSE needs for R18 and therefore, there is no action expected to address the need of other use cases where depth may be involved, such as volumetric immersive video based on multiview camera set-up.
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