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Executive Summary
The Audio SWG meeting (35 delegates) met in 12 time slots. In total 55 documents were handled. The meeting outcome is summarized below: 
· Liaison statements
· The two liaison statements in S4-231604 (P.340) and S4-231606 (bone conducting) were noted. A reply to S4-231604 may be provided later when ATIAS is completed and if ATIAS defines hands-free setups. The topic of bone conducting might be considered in discussions towards Release 19 planning. 
· IVAS_Codec
· Draft specifications
· S4-231994 (TS 26.252), S4-231989 (TS 26.253), S4-231969 (TS 26.254), S4-231968 (TS 26.255), and S4-231833 (TS 26.256) are agreed to be sent to TSG-SA for information.
· Characterization testing
· Public call for listening labs: a public call was sent to the reflector to get indications from interested labs for participation at characterization phase of testing; Mesaqin.com and Force Technology indicated their interest; HEAD Acoustics indicated that they consider being a backup in case other labs could not cover the necessary test load; HEAD Acoustics is interested to act as GAL; the deadline for expressing indications was set to 30 November.
· S4-231707 contains the agreed version of IVAS-7b at the interim SWG call, as the basis of further work.
· Number of contributions were discussed relating to test plan; there are several open questions, including (1) duplication of experiments (how much effort we should spend to repetition); (2) extent of subjective testing on FX (how far FX and FL we should test); (3) subjective methodology used for FX (P.800suppl or e.g. AB tests as well).
· Due to extensive work by the Editor in advance, off-line during the meeting, and in on-line editing, we succeeded to produce v.0.1.0 of IVAS-8b in S4-232029, agreed as basis of further work.
· Others
· S4-231865 informs the group about further developments on the FL code as part of the public collaboration. The code is available publicly in 3GPP Forge. Related CRs are expected for the next meeting.
· S4-231776 proposed that not only complexity constraints are felt relevant when determining levels, as written currently in IVAS-4, but also other factors, e.g. relevant features. The proposal is also to make sure there is a level that is applicable for MeCAR devices. A more specific proposal is expected.
· IVAS-1 was updated to include editors for IVAS-7b (Tomas Toftgard, Ericson) and for IVAS-8b (Milan Jelinek, VoiceAge) and agreed in S4-231956.
· ATIAS
· The SWG discussed UE type definition, structure of TS 26.260, updates to stereo tests, loudness tests and status of ATIAS Pdoc (S4-231701, S4-231718, S4-231751, S4-231869, S4-231840, S4-231879, S4-231855). The ATIAS Pdoc was revised and agreed in S4-231970. The ATIAS time plan was updated to include one AH telco on Jan 12, 2024 (see below)
· eUET
· A Rel-18 CR on TR 26.801 with HaNTE round robin test results was agreed (S4-231922). The SWG reviewed a CR on TS 26.131 on SWB performance requirements for desktop hands-free UE, headset UE, and handheld hands-free UE (S4-231974), and updated proposal for delay & loss profile (S4-232019). The eUET time plan was updated to include two AH telcos on Dec. 4 and Jan 12, 2024 (see below)
· FS_ DaCED:
· The SWG covered inputs on correction on mid/side stereo, proposals on echo control and spatial capture and the status of TR 26.933 v0.2.1. An updated version of TR 26.933 (v0.3.0) was agreed in S4-231944. The FS_DaCED time plan was updated to include one AH telco on Jan 12, 2024 (see below)
· ISAR
· The revised WID reflecting both viewpoints expressed at the previous meeting was agreed at SWG call and brought to this meeting; editorial update led to S4-232000 with the same content and agreed.
· Based on contributions S4-231804 and S4-231806, on-line editing led to text to be included in the TR. S4-231805 is Editor’s input of the TR, the text from on-line editing was included and, on this way, S4-232014 was produced which is the next agreed version of TR 26.865, to be sent for information to TSG-SA.
· New Work Items/Study Items 
· None.
· AOB
· IVAS specifications presentation to TSG-SA December meeting
· Frederic/Stefan are planning presentation of specifications to TSG-SA on behalf of SA4, with demo (material may come from public collaboration)
· Further companies consider participation at TSG-SA and contributing to the presentation / demo
· Agreed telcos:
· Telco on eUET: 4 December 2023, 16:00 – 18:00 CET, submission deadline: 1 December 2023, 16:00 CET, host: HEAD acoustics
· Telco on IVAS characterization: 15 December 2023, 14:00 – 17:00 CET, submission deadline: 14 December 2023, 14:00 CET, host: Dolby
· Telco on ISAR: 18 December 2023, 16:30 – 18:00 CET, submission deadline: 15 December 2023, 16:30 CET, host: Dolby
· Telco on ATIAS, eUET, FS_DaCED: 12 January 2024, 16:00 – 18:00 CET, submission deadline: 11 January 2024, 16:00 CET, host: HEAD acoustics
· Telco on IVAS: 15 January 2024, 13:00 – 15:00 CET, submission deadline: 12 January 2024, 13:00 CET, host: Dolby
· Telco on ISAR: 15 January 2024, 16:30 – 18:00 CET, submission deadline: 12 January 2024, 16:30 CET, host: Dolby


1.  Opening of the Session 
The Audio SWG Co-Chairs, Mr. Imre Varga (Qualcomm) and Mr. Stephane Ragot (Orange), opened the Audio SWG meeting on 13 November 2023, 14:00. 
 
The minutes are shared here: 
https://etsihq-my.sharepoint.com/:w:/g/personal/andrijana_brekalo_etsi_org/EYCpkkQyHPFBmHX87gYXVGkBZGqUz5HjccibGf-KJv0bDQ?rtime=03M1oVrk20g

2.   Registration of Documents 
 
Imre displays a draft revision of agenda in S4-231622R1, including Tdoc allocations.
 
 S4-231662R1 is agreed

3.   CRs to Features in Release 17 and earlier 
 
None.
  
 4. Liaisons with other groups/meetings

S4-231604
 
Presenter: Jan Reimes
Jan: P.340 is subject to a larger revision, will be transformed to baseline recommendation for any hands-free setups, related to immersive services and ATIAS. If test setups are defined in ATIAS, would recommend to liaise back to ITU-T
 
Discussion: 
· Imre: next ITU-T meeting is April 204, we have time to reply
· Jan: can reply later, completion scheduled for 2025, if hands-free setups are defined in ATIAS, report back to ITU, still in time
· Stéphane: can insert reminder in ATIAS time plan, there is no need to postpone this LS by several SA4 meetings, we can note this LS
  
Decision: S4-231604 is noted

S4-231606
 
Presenter: Jan Reimes
Jan: bone conduction is used in modern headsets to improve the uplink signal, for headset testing should look in details, in scope of TS 26.131/132 for improved headset testing (next release), timeline in 2025 or 2026
 Discussion: 
· Imre: to be noted?
· Stéphane: seems that this input is to be considered for Rel-19 work, preliminary to conclude, this is for information, so seems appropriate to note
· Tomas: only for uplink?
· Jan: in downlink, when headset transmit in bones, also in scope, to collect real data, what are electromechanic transfer functions, receive direction is in scope but unclear how it will end up
· Imre: can note then
  
Decision: S4-231606 is noted




5. IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)

S4-231865
 
Presenter: M. Multrus
 
  Discussion: 
· This contribution informs the group about further developments on the FL code as part of the public collaboration. The code is available publicly in 3GPP Forge.
· Related CRs are expected for the next meeting.
  
Decision: S4-231865 is noted


Draft specifications

	TS number
	Tdoc #
	Revised Tdoc #
	Status

	26.252
	1880
	1994
	Agreed to be sent to TSG-SA for information

	26.253
	1842
	1989
	Agreed to be sent to TSG-SA for information

	26.254
	1845
	1969
	Agreed to be sent to TSG-SA for information

	26.255
	1870
	1968
	Agreed to be sent to TSG-SA for information

	26.256
	1833
	--
	Agreed to be sent to TSG-SA for information





S4-231956
 
Presenter: Huan-yu Su
 
  Discussion: 
· This updated version of IVAS-1 includes editors for IVAS-7b (Tomas Toftgard, Ericson) and for IVAS-8b (Milan Jelinek, VoiceAge). 
  
Decision: S4-231956 is agreed


S4-231776
 
Presenter: W. Bin
 
  Discussion: 
· It was explained that the proposal is that not only complexity constraints are felt relevant when determining levels, as written currently in IVAS-4, but also other factors, e.g. relevant features.
· The proposal is also to make sure there is a level that is applicable for MeCAR devices.
· Further specific proposal is expected later.
  
Decision: S4-231776 is noted


Characterization Testing

Public call for labs
The chairman sent out a public call to get indications from interested labs for participation at characterization phase of testing.
Mesaqin.com and Force Technology replied to indicate their interest. HEAD Acoustics indicated that they consider being a backup in case other labs could not cover the necessary test load; HEAD Acoustics is interested to act as GAL.
The deadline for expressing indications was set to 30 November and the chairman informed over the reflector

Open questions related to characterization testing
1. Question of duplication of the Characterization experiments
a. No duplication
· Potential Verification phase of experiments with unexpected results
b. Comprehensive duplication
c. Partial duplication
· Only P.SUPPL800
· Hand-picked experiments – timely decision which ones
 
2. Extent of the subjective evaluation of the fixed-point code
a. No subjective testing
b. Comprehensive coverage of the subjective testing
· E.g. as shown in S4-231857
c. Partial coverage of the subjective testing
· Distribution in experiments covering configurations not tested in Selection 
· Limited, subjective testing based on prior objective evaluation 
· Issue with the availability of the fixed-point code
· Unclear how to do it as the Test Plan needs to be advanced/finalized before the fixed-point code is ready, in particular if it is intended to use external LLs for the task
 
3. Alternative methodology of the subjective evaluation of the fixed-point code
· Only P.SUPPL800
· More efficient resource-wise than MUSHRA
· Ref-A-B test
· Very accurate
· Unclear advantage wrt to testing demand
· Not a standardized methodology
 

S4-231707
 
Presenter: T. Toftgard
 
  Discussion: 
· This version of IVAS-7b contains the agreed version at the interim SWG call, as the basis of further work.
  
Decision: S4-231707 is agreed


S4-231857
 
Presenter: M. Jelinek
 
  Discussion: 
· Discussion and on-line editing on the proposed table of experiments, as part of IVAS-8b.
  
Decision: S4-231857 is noted


S4-231664
 
Presenter: M. Jelinek
 
  Discussion: 
· Editor’s input of IVAS-8b on the basis of discussions at interim SWG calls. 
· Based on input contribution, further on-line editing led to a revised version which was then agreed as the next draft as basis of further work.
  
Decision: S4-231664 is revised into S4-232029 which is agreed IVAS-8b v.0.1.0 as the basis of further work.


S4-231709
 
Presenter: S. Döhla 
 
  Discussion: 
· Partly new concepts and tools are proposed for use in characterization testing.
· Comments included the desire to verify them before usage.
  
Decision: S4-231709 is noted


S4-231777
 
Presenter: M. Szczerba
 
  Discussion: 
· This contribution on room acoustics testing was provided at the interim SWG call, the update includes the feedback from labs on whether they have experience with BS.1284-2 and BS.2399, and whether they are prepared for head rotation. The feedback by the labs was altogether positive, with the notion that head rotation is not possible in every lab.
  
Decision: S4-231777 is noted


S4-231875
 
Presenter: A. Rämö
 
  Discussion: 
· The proposed experiments related to MASA/OMASA testing were found relevant and will be taken into when editing IVAS-8b.

Decision: S4-231875 is agreed


S4-231881
 
Presenter: T. Toftgard
 
  Discussion: 
· The main proposal “make sure all the features of the IVAS codec are characterized, at least to some extent” was agreed.
· Further parts of the proposal, to include a characterization of the 6 DoF rendering and directivity features in the IVAS characterization TR, and subjective evaluations utilizing scene descriptions, was left to be considered for test plan editing.
· The proposal will be taken into at on-line editing of IVAS-8b.
  
Decision: S4-231881 is agreed



6. ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)

S4-231701
 
Presenter: Jan Reimes
 
  Discussion: 
· Markus: in 2.3 you talk about formats, then IVAS input / output; they are use case dependent, for output format, headphones or loudspeakers if format transported in bitstrream why a susbsrt, why MC is not a format even for headphone mode? For example MASA with objects
· Jan:  you don’t transmit MC if headset, then input format should be rather the rendered output
· Markus: this is my initial question, is format reprroduction format (e.g., headphones), then why is MASA is listed? Or the transport format which is decoupled from the rendering format. In headphone or loudspeakers
· Jan: not reproduction mode which is hard coded, here idea is to test all devices in foreseen use case, if headset no connector for MC, take device out of box from vendor
· Markus: headphone for stereo can direct directly renderer ambisonics, but not aware of headphons that can do MASA
· Jan: good point, only for devices as UE, not testing headphones, what is desktop hands-free UE are there devices with SIM card, we test a bundle, a unit sold with all together, idea is to use it as it
· Marku:s: clarification would be good
· Andre: you have hands-free device and MC system, you make a distinction, only between having a mike and send/recv test, recv can be a sound bar with MC rendering, why not one MC rendering device, whether you have capture; why the loudspeaker test is different?
· Jan: difference is one integrated device, here dedicated loudspeakers, this setup for anything in the room and not in one compact device
· Andr:e says loudspeaker UE, understood, decoder is not in loudspeaker, in general in last decade we have more and more situation where acoutsic interface does not include decoder, TWS earbuds or cars with BT, rethink concept of only one UE, provision to break acousitc interface from decoder, are loudspeakers part of UE?
· Jan: if interneded to be used as bundle, it would apply, in general, if electrticla interface use this one, there are proposals of test methods with loudspeakers, how to test
· Andre: use loudpeaker systems using standardized ld configuration, probably loudspeaker not part of device, then standardized cacoutixs setups; acoustic interface is not specifed
· Jan: if bundle or package defined, or if sure exclude that, would not 
· Stéphane:  need ld calibration for system and more requirements
· Lasse: on 2.2 strong statement that not applicable, think still for send might be compromise still possible to get some reasonable 
· Jan: only one talker, mounted at your head, could be used , really realistic use case?
· Laase: you get stereo example that is speech dominated and more ambiance signal, can extend this use case to spatial audio, still ambiance component, still get reasonable 
· Stefan B: agree on comment by Lasse, in send direction there will possibility to do spatial capture, keep in mind that IVAS will not just be a voice capture, there are use cases where perceive ambiance as useful signal, big difference compared to past, on 2.3 and other cases this requires a bit discussion, unsure about IVAS formats in send where appleis for MASA and not SBA, where do you draw distinction? I don’t see any difference for SBA and MASA, MASA is a special case of SBA
· Jan: this is why tbd with ?, evetything is a subclause later in TS 26.260, what are use cases for each format, if not applicable it’s fine, just see if one can imagine any use case with a headset in 2.3
· Stefan B: for offline discussions, don’t understand distinction
· Jan: with stereo test 2 channels, for MASA more advanced featurs, for object can analyze separate talkers, would generate clauses
· Stefan B: so far we treated MASA and SBA together, now you seem to be seeing a major difference, I don’t understand that one
· Jan: distinction for the document
· Stéphane: binaural not listed in 2.3, part of stereo ?
· Jan: yes
· Tomas: for output formats need to clarify, for loudspeaker receive mode, no send, what if send direction as well?
· Jan: could be multiple modes, you can define the UE in a different way in send and receive
· Andre: permtution of combinations, can have ambisonic capture and loudspeaker, maybe break concept of only one, define requirements per mode, for send path you have requirements for mono, etc., for receive, different modes, for send/receive combination with echo, but not any combination of different send/receive 
· Stéphane: need to clarify how IVAS is negotiated
· Jan: work around
· Stefan B: no strong view on this new structure could work
· Stéphane: legacy from 26.260
· Stefan B: may see references, if new clause 5, in the same specification, some of them apply, in legacy more limited statements, so clear what scope is, this would work, whether we would gain whether we create a further specification, not sure, in the end would be confusing.
· Stéphane: what is the proposal?
· Jan: need to agree on use cases, if some do not apply, if never in scope of UE, headset and table mounted these are valid points
· Stefan B: what is proposed for the structure it might be less controversial, if take different cases in, still comment thtat problematic to take send/receive, break them apart, so it is clear that we can combine any send and 

Decision: S4-231701 is revised to 

S4-231718
 
Presenter: Nien Wu
 
  Discussion: 
· Stefan B: you are defining something like sound image, I do not fully understand, it seems you want to define it but the specific formula is tbd, in requirements you have something tbd, is this necessary? Could we leave with ITD and ILD? Why need this SI?
· Ninghang: want to measure the performance, ITD and ILD are related but hard to set limit, because UE may use only ITD or ILD, or combine both, hard to define a requirement, better to describe
· Stefan B: it could make a lot of sense, main problem is that we do not have this function, how to define this function? When ITD is > something, could set requirement on ILD, this is a coarse quantization, a good SI function could be used to characterize performance in more precise and unquantized way
· Ninghang: update later, just direction, ITD and ILD for send, for other direction, hard to set requirement, think ITD to make sure some channels, final solution to describe position and location performance
· Stefan B: overall good, clear, just for stereo, also test methodology, for case of ambisonics and MASA, may be similar concepts, looking at inter-channel time and level differences, see can combine these, don’t see a bit difference, for MASA and ambisonics, still elevation, otherwise similar
· Ninghang: ambosnics has only interchannel level difference, there is some difference
· Stefan B: may be some differences but good to combine
· Tomas: for –90, requirement on ITD, why this requirement?
· Ninhang: some ITD make sound unnatural, just to make sure we have one object
· Jan: update in right direction, on sound image, if stereo capture device, these devices either level difference or ITD, AB and XY stereo configurations, where typically only one or other, either meet strict ILD requirement or vice versa, what is meant with spatial image, could plot ITD and ILD on XY and define requirements with tolerance masks
· Ninghang: for UE only only using ITD or ILD, but many UE use both at the same time
· Arvi: right direction, on ITD and ILD, similar to what we already have, applied to different frequency, at least align calculations, for ITD crosscorrelation, group delay calculation is not defined, may be aligned
· Ninghang: almost same, can align
· Milan: on this table, there is an assymery, for 90 and 30, it is < or > 35 ms, sound strnge for negative values of azimut
· Ninghang: 35 ms is too high for requirement, perhaps 2 or 3 ms to make sound more natural according to offline discussions, sign is just based on sign; mistake to be corrected

Decision: S4-231718 is noted
The proposal to include updated text in clause 4.8 of the ATIAS Pdoc is agreed (with updates based on the discussion). Text to be provided to the ATIAS-1 Pdoc Editor.
S4-231751
 
Presenter: Jan Reimes
 
  Discussion: 
· Stefan B: what is proposal if can tell how would suggest this to be integrated into the Pdoc, since we have the discussion on receive loudness, take section 2 as general introduction? Similar for send side?
· Jan: depends if can agree on one common loudness approach, 2.1 could be used as an introduction, then binaural rendering could be used
· Arvi: good to have different options, 6 dB offset, in P.700 there is more definition on binaural, is it the same? 
· Jan: 6 dB refers to level (V or Pa), unit adressing, in loudness is based on sone, already loudness aggregated
· Arvi: on 3.3, for default sensitvity calculation, what is calibration?
· Jan: you have a signal at POI, send with RLR of 2 dB, then calculate back fixed factor on signal to calibrate on acoustical domain in V, PCM... apply calibration value
· Stéphane: any idea about overload point?
· Jan: open
· Stéphane: we park this Tdoc and will have joint discussion with the two others inputs on loudness (1840, 1879)
· Jan: only clause 2 in other contributions, also measure on HATS, something we can always measure, not specific measurement test description, requirement could the same for all test setups and rendering modes
· Stéphane: discuss offline for receive direction,
· Markus BS.1770 extensively used, no real obvious problems
· Jan: in IVAS processing, ambisonic was rendered to 7.1.4?
· Markus: in processing scripts, input items were rendered to output formats (binaural or channel) and loudness was measured, nothing about codec
· Tomas: quesiton on IVAS mono dmx
· Jan: it’s the EVS interop mode, not sure can be accessed to decode directly everything to mono, decoding to mono, directly decode to mono
· Stéphane: you want to remove 3.3?
· Jan: most complicated one

Decision: S4-231751 is revised to 

S4-231840
 
Presenter: Stefan Bruhn
 
  Discussion: 
· Stéphane: also wideband
· Markus: basic assumption, consistency for renderer, frequency characteristics of different renderers is consistent
· Stefan B: there is hope this is the case, not specify under ATIAS WI, if some manufacturer is using a different renderer, not under control, question is can it be task of this work to make sure that a proprietary renderer for any IVAS rendering mode is working in a proper way, there would be many questions one can ask
· Marku:s: frequency responses and loudness can be impacted, for a quality of service of point of view this needs to be addressed, not strong opinion, testing in mono only is a bit too simplistic
· Jan: don’t get idea, in suggestion clause for acoustic interface, refer to measurements with HATS, etc., if codec is in interoperable mode this has to be configured in the device, the output of decoder is mono
· Stefan B: could use EVS codec
· Jan: device needs to be configurable, if spatial output, device may reject mono operation, can buy any device, black box approach, quesiotn is can configure, signal processing in device, playback over headphones, point referring to, might be lots of signal processing, might be configured in different way if mono signal, not much benefit, using device in mode not intended to be used
· Stefan B: from perspective of vendor of test equipment lile to make sure can configure everyyting, assume manufacturers would have full control of devices, oudl configure their devices in necessary way, even if it could not be done in a black box
· Jan: possible in general way, can be different than intended
· Stefan B: different views depending on whether access to device, and influence routing, would be possible, problem if treat as black box, still ways to specify through ways how we set uop codec operation including renderering to make sure 
· Andre: traditionally for mobile telephony measurement at ERP and then DF to target flat response to DF, done with HATS with own HRTFs, in this case receive frequency response characteistics, want to match HRTFs, provision of test mode, load HRTFs of HATS, that will become frequency response, how to harmonize these two things?
· Jan: would not set device in test mode for HAT specific HRTF, rather capture over delta on HRTF and HATS for P.58 for send, target not flat, but shape, might not be able to configure in different way, would do it in requirments
· Andre: if different renderer have different HRTFs
· Stefan B: again problem for someone who would like to replace some custom HRTF used by some kind of proprietary renderer, not possible for some test house, for manudacturer providing proprietary it would be possible to match HRTFs from HATS
· Andr:e ultimatelty can define mask, default HRTF should be compared to P.58, then get delta, if go and replace HRTF, with P.58 response, no longer meeting target, need to think about this
· Jan: if access to configure HRTF, can target flat target curve
· Stefan B: if implementation follows IVAS, can replace HRTFs, if proprietary renderer we don’t know if we can replace HRTFs
· Jan: then you have to be in the mask
· Andre: main problem is people will want to use personalized, for lab, forcing to meet that may not be the best experience, altering HRTFs to have measurement device matching renderer is a possibiliy, for external renderer no requirement that 
· Stéphane: how to change? Negotiate
· Stefan B: if can change HRTF, can make sure audio processing path is ok, but no guarantee that HRTF performnce is as expected
· Andre: can take HRTF from test equipment
· Stefan B: HRTF of manufacturer could still be bad
· Stéphane:
· Stefan B: have to specify some requirements for renderer, if proprietary render make sure behaviour
· Stéphane: can you isolate renderer? May negotiate 
· Andre: problem not flexibility for OEM, measure usigin interface which is not what OEM, account for difference
· Jan: identified fundamental understanding of the test, skeptical on including this, in general if loudspeaker or headset playback, still think device will hebave diffferently, might bypass signal processing paths, having trouble
· Stefan B: fundamental quesiton, alternative is we specify various IVAS audio formats, then different directions of sources and specify for all these cases, specify some kind of loudness measurement and frequency measurement methods and requirements

Decision: S4-231840 is xxx

S4-231869
 
Presenter: Arvi Lintervo
 
  Discussion: 
· Stefan B: very interesting, question is about recommendation when it comes to discussion whether for loudness measurements we would go the way we have to do it for various IVAS audio formats and different directions, if one could find a simpler approach and go paths to do tests for mono situations which correspond to incident angle of 0 degrees, and accept that there will be variations when sounds come from back or below, but variation are limited and expected
· Arvi: may not be needed to evaluate many source positions, than frontal incidence, at same time it validates HRTFs, if energy distribution is not well done, for instance at 90 degrees it would produce different values there would be an issue with the implementation. The mono case reduces information for spatialness, would be simpler advantage for compatibility for previous specification. No strong view.
· Stefan B: goes to question what is it we are going to measure, are we interested in ATIAS, cover different renderers and sets of HRTFs or looking at audio paths after
· Stéphane: what was level of input?
· Arvi: taken from ITU, normalized to –28 dB rs.
· Jan: on absolute loudness selected 50% and 100%, looking at phon value, 50% is somewhat nominal, but RLR value is high (very soft), so target RLR would be 8, 10 dB off here. Did you consider 50% as reasonable?
· Arvi: looked for figure you presented, if map value, can see, there is some offset, these are not aligned with document, loudness rating calculations, no network simulator, there is some assumption for signal level, also tool is rather old when did mobile phones, not flexible for these ad hoc testing, might be offset values, not corresponding to accurate loudness
· Jan: negative number indicate far too loud, seems to be 10 dB offset. You measured 6 different source files, loudnesss should include multiple directions. It’s boring result, but good to check if blind split rendering.
· Arvi: not sure if needed to be tested.
· Stéphane: for sure will include (0,0) but need to see if other directions can be 
· Stefan B: agree that need to test features, question is to do with loudness measurement, also have directiviy and such things, quesiton is if to repeat
· Stefan B: like this contirbution, conclude anything
· Arvi: currently in Pdoc this is for binaural, says measures different directions, already captured in Pdoc.

Decision: S4-231869 is noted

S4-231879
 
Presenter: Stéphane Raot
 
  Discussion: 
· Jan: on which test you apply, not guidance or instructions what if device supports multiple UE types, handset, headset, 131 and 132 are unclear, provider have freedom 
· Stéphane: can customize own device test plan
· Andre: break type of device envisionned for services, only three measurement, electrical, binaural with HATS or monaural, only two methods of testing, whether using XR glass, earbuds, 5.1 loudspeaker system, ultimately, could be a way to define requirements
· Stéphane: if stereo loudspeakers
· Andre: on HHHF, small speaker not same performance, since flat DF frequency response, distinction less meanigul, flat to fb measured binaurally
· Jan: refer to test setup or requirmeent or both?
· Andre: to test setup, convoluted to think of requirement, AR glass cannot meet low frequency response but limitation cannot do this physicallty, hat you do, at later stage, does not impact measurement setup
· Jan: need to describe how to position device, understand approach, someone is talking is listening
· Andre: if soundbar for gaming, if write 2m from HATS, very difficult exercise to envision all use cases

Decision: S4-231879 is noted

S4-231855
 
Presenter: Stefan Bruhn
 
  Discussion: 
· Arvi: text in green in 5.2.5 is also new

Decision: S4-231855 is parked




S4-231931
 
Presenter:  Jan Reimes

  Discussion: 
· Stéphane: why ISM for step 2?
· Jan: how to generate in easy way, HOA3 may be moe suitable, renderer easily to all formats. May create signals and put as attachment
· Arvi: that would the best way to have consistent test signals, for step 3, we should be certain that output level is always consistent, not measuring performance of codec but UE, good proposal
· Stéphane: what to include in Pdoc?
· Jan: clause 2.4
· Stéphane: for SND?
· Jan: have to agree on what is typical setup for send path, talker somewhere at distance and level, talking to device and need loudness at POI. May be easier on capture and analysis side. No preference on which method to use, should use same method for all formats, I would exclude 3.3 that is for mono, I have no strong opinion.
· Stéphane: include any text on SNR or postpone
· Jan: postpone
· Stéphane: conclude that we only include clause 2.4 in Pdoc
 
Decision: S4-231931 is noted
Clause 2.4 of S4-231931  is agreed to be included in the Pdoc

S4-231934
 
Presenter:  Jan Reimes

  Discussion: 
· Stefan B: question on transport format, should have quick understand what we mean, related to input format, if capture of ambisonic or stereo, may have to do with codec modes, combination of input and used codec mode
· Jan: refers to test setup and how device will receive and send data, has to be 
· Stéphane: clause 2 to be included in Pdoc? And clause 3 also?
· Jan:  Annex in Pdoc with just structure
· Stéphane: prepare inclusion to Pdoc?
· Stefan B: will you prepare updates on text discussed? I can include in Pdoc
· Stéphane: will be in brackets
· Stefan B: good to have structure, for section 2 copy in Pdoc, need to find a proprer place, in worst case at next meeting

Decision: S4-231934 is noted
It is agreed to include subclauses from Section 2 in the Pdoc and the proposed structure of TS 26.260 will also go into the Pdoc in an Annex. Mr. Jan Reimes is tasked to provide the text for inclusion in the Pdoc (offline).
 
S4-231947
 
Presenter:  Stéphane Ragot

  Discussion: 
· None.
 
Decision: S4-231947 is agreed


S4-231970
 
Presenter:  S. Bruhn, W. Bin, J. Reimes

  Discussion: 
(Stéphane shows the draft version entitled entitled draft_S4-231970_Pdoc_ATIAS-1 v0.6.0_revxiaomi.docx)

· Stefan B: on clause 4.8.3.3, need to be more generic
· Wang Bin: no specific formula, can give one here, want to collect more results
· Jan: for next meeting can provide something there
(Stéphane save the result of online editing into draft_S4-231970_Pdoc_ATIAS-1 v0.6.0_revxiaomi_onlinedits.docx; Jan includes text from S4-231931 and S4-231934 into this version)
· Stefan B: will polish and fix document history
 
Decision: S4-231970 is agreed


7. eUET
 
S4-231617
 
Presenter: Jan Reimes
Discussion:
· 4.5.4.3 ?
· Fabrice: small editorial points on first subbullet, not considered sufficiently necessary, rather, significantly higher in second bullet need significantly?
· Jan : question is statistically, is it sufficient to be an issue; reason why included first one, reported but not felt too serious issue.
· Tomas: indicate scope of TR, on 4.5.3.3, figure 4.-30 left part is blurry
Decision: S4-231617 is revised to S4-231922

S4-231922 is agreed without presentation and will be presented to plenary


S4-231778
 
Presenter: Jan Reimes
Discussion:
· Stéphane: formal CR but not for agreement as this meeting?
· Fabrice: good start, first editorial, put performance objectives and requirements in same way, sometimes at beginning or end, meaning of table can be consistent. On values, good to know how you derive numbers, concering performance objectives, much tighter than for handset in receiving between 4 and –4, perhaps to keep value, this is coming from quite a long time, or put what we have in handset receiving, should not be tighter
· Jan: referring to performance objectives, I have not touched at all, will be defined after agreeing on requirements, tight values were before but comment indicates that 3 dB is stricter and there may be a higher tolerance for higher frequencies
· Fabrice: comments are very good, we understand philosophy you have when changing the value, why not implement some comments. Can we have an agreement on proposal how masked are defined, not tighter than handset? Can we agree on this?
· Jan: collected measurement data, see Tdocs, also intended to check provisional masks with this data, could not do it, also evaluation of masks performed 
· Stéphane: will revise this Tdoc, likelt that we do not agree on the CR at this meeting but at least we will define a better basis for editing
Decision: S4-231778 is revised to S4-231974

S4-231832
 
Presenter: Stéphane Ragot
Discussion:
· Fabrice: on methodology, I tried to play PCAP that you have attached, CMW500 I had no audio, to replay you need labcore or tried CMW500
· St&phane:
· Fabrice: tried PCAP, see no audio, tested, extracted rtpdump
· Stéphane: would have an error message
· Stefan D: did the same exercice, tried to extract, EVS cannot read packets that are supposed SID frames, could not make use, useful if SDP was provided, now trial and error
· Erik: wondering if 120 ms, because of construction of profile
· Sté&phane:
· Jan: delay increase, base was 150 ms, this is profile compensated, requirement for clean, here basic delay is compensated
· Stéphane : delay compensation is done in table F.2
· Stefan D: in PCAP file provided, I wondered what is the input signal, it would be good if can double check
· Stéphane:
· Stefan D: further information, losing most important packets 	
· Fabrice: question about this profile, first time that this is presented, wondering if requirements what is expectation, clearly not lose any packet, if look at statistics, no delay and then suddently 100 ms, quite difficult, usually jitter, why this delay burst, expectation correct that no late packet, see delay burst, assume that delay will stay at maximum of 
· 
Decision: S4-231832 is revised to S4-231946

S4-231946
 
Presenter:  Jean-Philippe Thomas

  Discussion: 
· Jan: figure shows challenging delay/loss profile but doable by one device
· Jean-Philippe: just choose 4 packets in sentence for extra delay and inversion, these 4 packets show a delta MOS shows that JBM works well
· Fabrice: lots of question, what is corresponding delay value, also if look at profile, new to understand what is reasonable performance for inversions and duplicates, have to have lots of clartification on these profiles
· Jean-Philippe: I have results on e2e delay, I have also this curve to share
· Fabrice: need more discussion
· Jean-Philippe: DUT1 and DUT2 increased delay but did not correcrt
 
Decision: S4-231946 is revised to S4-232019


S4-231948
 
Presenter:  Jan Reimes

  Discussion: 
· None.
 
Decision: S4-231948 is agreed


S4-231974
 
Presenter:  Jan Reimes

  Discussion: 
· Jan: WB desktop handsfree, not symmetric, no idea why; inconsistent tables from WB 
· Fabrice: good start, now values in table, some values seems strange, good start, should be noted, can start from this newt time
 
Decision: S4-231974 is noted
It is agreed to use this Tdoc as a version for further editing, the target is to agree at next meeting.

S4-232019 is noted without presentation


8. FS_DaCED
 
S4-231661
 
Presenter:  Srikanth Nagisetty

  Discussion: 
· Wang Bin: correction is right
 
Decision: S4-231661 is agreed
The TR Editor is tasked to implement this change in the next version of TS 26.933.

S4-231717
 
Presenter:  Ninghang Wu

  Discussion: 
· Stéphane: could say acoustic echo control
· Stefan B: mention task of echo control depends on kind of UE and how we are listening, if listening with ear buds, at least on one end requirements might be much  different than in general case, like assuming rendering hands-free rendering using N loudspeakers and capture using M microphones, in certain configuration the task might not be as challenging as suggested
· Wang Bin: good put, now very general solution, for echo control
· Stéphane: any reference for the research section?
· Wang Bin: here summary
· Stéphane: you may consider including some references; if no more comments, can include proposed clause 2 in the TR (in brackets) ? Answer:yes	
 
Decision: S4-231717 is agreed
The TR Editor is tasked to include text in clause 2 of S4-231717 in the next version of TS 26.933.


S4-231775
 
Presenter:  Wang Bin

Discussion: 
· Stéphane: title of Annex A missing, and Appendices to be merged in one Annex B
 
Decision: S4-231775 is revised to S4-231944

S4-231850
 
Presenter:  Lasse Laaksonen

  Discussion: 
· Stefan B: on statement making that parametric spatial representation is more suitable, topic is worth studying (see two middle paragraphs in 3.2.2)
· Lasse: reflects view of current situation, need to understand that there is development ongoing, this might a strong statement
· Wang Bin: definition of parametric spatial audio capture, for example in this figure there are several microphones from UE, do processing from microphone signal, parameter analysis and transport audio, for this kind of processing, it can be parametric spatial audio capture, how about if we only get audio channel from processing multimicrophone raw signal, for that case it can be called parametric spatial audio capture?
· Lasse: agree, if end result is only audio channels, it might be parametric spatial audio capture, leading to spatial audio representation
· Wang Bin: two cases, one is to use raw signals from signals, one is parametric spatial audio capture
· Lasse:third is parametric processing and derive only audio channels, one example doing synthesis to ambisonic domain or directly creating a binaural signal, if go to binaural direction then you lose capability to do head tracking
· Stéphane: if ambisonic encoding, which category?
· Wang bin: what can be called spatial audio capture?
· Lasse: change caption of figure 1: overview of spatial audio
· Stefan B: fine to have section that there are parametric approaches, if put in TR have a placeholder for non parametric, have spatial capture
· Stéphane: binaural is also spatial capture
· Wang Bin: what processing is non parametric?
· Stefan B: parametric would describe spatial image using parameters like MASA
· Lasse: something not linear from microphone signals
· Stefan B: ambisonic is non parametric
· Srikanth: binaural can also achieve something with only two channels
· Lasse: this enables head tracking
· Stéphane: decision is to include all text from section 3 without two paragraphs and with online edits in clause 6 of the TR
 
Decision: S4-231850 is noted
Text from section 3 of S4-211850 without two paragraphs and with online edits is agreed to be included in clause 6 of the TR


S4-231944
 
Presenter: Wang Bin
 
Discussion: 
· Tomas: binaural is a specific case, propose not to have 6.2.2 can be parametric and non parametric can b 6.2.3	
· Stefan B: comment on section 8 on solutions, for parametric one, there is mentioning of MAS format, will the reader will get an idea of how the solution works, question if we should strive a bit more idea how the capture is working
· Wang Bin: plan is to make simple reference implementation for this part, how many solutions is not decided yet, for binaural or stereo we have some plans for this, for others we have no specific plan
· Stefan B: good to encourage in an Editor’s note a bit more specific description of such example solution so that the reader understands how the solution works
· Stéphane: please communicate 
Decision: S4-231944 is agreed


S4-231951
 
Presenter: Wang Bin
 
Discussion: 
· None
Decision: S4-231951 is agreed


9. ISAR
 
S4-231804
 
Presenter: S. Bruhn
 
Discussion: 
· On-line editing along the following lines:
· Guidelines were found relevant to start discussion and editing
· IVAS related requirements in the table is second step
· The outcome of on-line editing was included in the draft TR

Decision: S4-231804 is noted


S4-231806
 
Presenter: Huan-yu Su 
 
Discussion: 
· “no more than [2] MUSHRA points” discards confidence intervals 
· H-y Su clarified that the main proposal is that the codec for the intermediate representation should be transparent, how to measure this is for further discussion
· Motion-to-sound latency requirement was found a good basis
· Conclusion: on-line editing included this part to see how to include it in the TR

Decision: S4-231806 is noted


S4-231805
 
Presenter: S. Bruhn
 
Discussion: 
· Editor’s input of TR 26.865 implementing changes from SWG call
· Assumption is it is the agreeable basis for further work, the delegates are invited to verify the content during the meeting

Decision: S4-231805 is revised into S4-232014 which contains the on-line edits on top and agreed to be sent to TSG-SA for information.


S4-231807
 
Presenter: S. Bruhn
 
Discussion: 
· Revised WID as agreed at the SWG call
· Further revision is needed to have the text on the basis of SP (approved) WID
· The revision was then reviewed and agreed

Decision: S4-231807 is revised into S4-232000 which is agreed.


10. Other Rel-18 matters including TEI

None.

11. New Work / New Work Items and Study Items

None.
 
11. Any Other Business 
 
Scheduling interim Audio SWG calls
Audio SWG calls were scheduled to progress the work, as follows: 
· Telco on eUET: 4 December 2023, 16:00 – 18:00 CET, submission deadline: 1 December 2023, 16:00 CET, host: HEAD acoustics
· Telco on IVAS characterization: 15 December 2023, 14:00 – 17:00 CET, submission deadline: 14 December 2023, 14:00 CET, host: Dolby
· Telco on ISAR: 18 December 2023, 16:30 – 18:00 CET, submission deadline: 15 December 2023, 16:30 CET, host: Dolby
· Telco on ATIAS, eUET, FS_DaCED: 12 January 2024, 16:00 – 18:00 CET, submission deadline: 11 January 2024, 16:00 CET, host: HEAD acoustics
· Telco on IVAS: 15 January 2024, 13:00 – 15:00 CET, submission deadline: 12 January 2024, 13:00 CET, host: Dolby
· Telco on ISAR: 15 January 2024, 16:30 – 18:00 CET, submission deadline: 12 January 2024, 16:30 CET, host: Dolby

IVAS specifications presentation to TSG-SA December meeting
· Frederic/Stefan are planning presentation of specifications to TSG-SA on behalf of SA4
· Demo presentation would be of benefit too, in addition to specs
· S. Bruhn offers to participate and present on behalf of SA4
· Demo material may come from public collaboration (3GPP Forge)
· L. Laaksonen tentatively considers participation at TSG-SA and contributing to the presentation / demo
· FhG IIS runs internal discussions on potential participation 

Rapporteurs for IVAS specifications
· The group agreed to distribute the workload of editing among several contributing companies. Currently the offers shown in the table below were received.
   
	IVAS Specification Number
	IVAS Specification Title
	Editor/Rapporteur

	TS 26.250
	Codec for Immersive Voice and Audio Services - General Overview
	Stefan Bruhn (Dolby)

	TS 26.251
	Codec for Immersive Voice and Audio Services - ANSI C code (fixed-point)
	Markus Multrus (FhG IIS)

	TS 26.252
	Codec for Immersive Voice and Audio Services - Test Sequences
	Tomas Toftgard

	TS 26.253
	Codec for Immersive Voice and Audio Services - Detailed Algorithmic Description incl. RTP payload format and SDP parameter definitions
	Editor will collect text parts from authors; 
Lasse Laaksonen

	TS 26.254
	Codec for Immersive Voice and Audio Services - Rendering
	Marek Szczerba

	TS 26.255
	Codec for Immersive Voice and Audio Services - Error Concealment of Lost Packets
	Erik Norvell

	TS 26.256
	Codec for Immersive Voice and Audio Services - Jitter Buffer Management
	Stefan Döhla

	TR 26.997
	IVAS Codec Performance Characterization
	 [Imre Varga, Huan-yu Su]

	TS 26.258
	Codec for Immersive Voice and Audio Services - ANSI C code (floating-point)
	Markus Multrus (FhG IIS)
 


 
 
 
13. Close of the Sessions 
 
The Audio SWG Co-chairs thanked the participants for their contributions.  
The meeting was closed on 16 November 2023, at 12:30.
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Source:	Audio SWG Co-Chairs[footnoteRef:2] [2:  Imre Varga, Email: ivarga@qti.qualcomm.com; Stephane Ragot, Email: stephane.ragot@orange.com
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Title:	Draft Audio SWG Agenda
Agenda Item:	7


1. Introduction
This document provides the agenda items and allocation of documents for the Audio SWG sessions.

2. Agenda Items and Allocation of Documents

	7
	Audio SWG
	

	7.1
	Opening of the session
	

	7.2
	Registration of documents
	

	7.3
	CRs to Features in Release 17 and earlier
	

	7.4
	Liaisons with other groups/meetings
	1604n (ITU-T SG12, P.340)
1606n (ITU-T SG12, bone conducting)

	7.5
	IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)
	Characterization testing
1644r2029a (IVAS-8b) A.I.14.2
1857n (VA, experiment allocation)
1707a (IVAS-7b) A.I.14.2
1709n (FhG, rendering test)
1776n (Xiaomi, level determination)
1777n (Orange…, room acoustics testing) + email
1875a (Nokia, MASA testing)
1881a (Ericsson, characterization)

Draft specifications
1880r1994a (26.252) A.I.14.2
1842r1989a (26.253) A.I.14.2
1845r1969a (26.254) A.I.14.2
1870r1968a (26.255) A.I.14.2
1833a (26.256) A.I.14.2

Others
1865n (FL code maintenance)

1032r1956a (IVAS-1) A.I.14.2


	7.6
	ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)
	[bookmark: _Hlk150897048]1701->1934n (HEAD acoustics)
1718n (Xiaomi, test for stereo UE)
1751->1931n (HEAD acoustics, loudness tests)
1869n (Nokia, RX loudness tests)
1840n (Dolby, RX loudness, freq stability)
1879n (Orange, comments)
1855->1970a (Pdoc ATIAS-1) A.I. 14.1
1947a (time plan) A.I. 14.1
Telco: 12 January 2024, 16:00 – 18:00 CET, submission deadline: 11 January 2024, 16:00 CET, host: HEAD acoustics

	7.7
	eUET (Enhancements to UE Testing)
	1617->1922a (HEAD acoustics, CR 26.801) A.I. 14.6
1778->1974n (HEAD acoustics, SWB mask)
1832->1946->2019n (Orange, JBM testing)
1948a (time plan) A.I. 14.6
Telco: 4 December 2023, 16:00 – 18:00 CET, submission deadline: 1 December 2023, 16:00 CET, host: HEAD acoustics
Telco: 12 January 2024, 16:00 – 18:00 CET, submission deadline: 11 January 2024, 16:00 CET, host: HEAD acoustics

	7.8
	FS_DaCED (Feasibility Study on Diverse audio Capturing system for End-user Devices)
	1661a (Panasonic, correction 26.933)
1717a (Xiaomi, echo control)
1850n (Nokia, spatial capture)
1775 v0.2.1->1944a v0.3.0 (Xiaomi, 26.933) A.I. 15.5
1951a (time plan) A.I. 15.5
Telco: 12 January 2024, 16:00 – 18:00 CET, submission deadline: 11 January 2024, 16:00 CET, host: HEAD acoustics

	7.9
	ISAR (Immersive Audio for Split Rendering Scenarios)
	1804n (Dolby, performance reqs)
1805r2014a (Dolby, TR) A.I.14.10
1806n (Huawei, reqs)
1807r2000a (Dolby, revised WID) A.I.14.10


	7.10
	Other Rel-18 matters including TEI
	

	7.11
	New Work / New Work Items and Study Items
	

	7.12
	Any Other Business
	

	7.13
	Close of the session
	



n – noted
a – agreed
p – parked
pp – postponed
r – revised
rp – replied
m – missing



Online report:
https://etsihq-my.sharepoint.com/:w:/g/personal/andrijana_brekalo_etsi_org/EYCpkkQyHPFBmHX87gYXVGkBZGqUz5HjccibGf-KJv0bDQ?rtime=p0M3nec820g
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Annex C 
Document status
 
C.1 Agreed documents (to be presented to SA4 plenary)
	Tdoc    
	Title    
	Source(s)    
	Agenda Item(s)    
	Status    

	S4-231707
	IVAS-7b: Processing plan for characterization phase, v.0.2.0
	Editor (Ericsson LM)
	7.5, 14.2
	 Agreed

	S4-231833
	draft TS 26.256 (IVAS JBM)
	Dolby Laboratories, Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5, 14.2
	 Agreed

	S4-231922
	CR on HaNTE round robin test results in TR 26.801 
	HEAD acoustics GmbH
	7.7, 14.6
	Agreed

	S4-231944
	[FS_DaCED] TR 26.933 v0.3.0
	Xiaomi Technology
	7.8, 15.5
	Agreed

	S4-231947
	Time plan for ATIAS, v0.9
	ATIAS Co-Rapporteurs (Orange, Dolby Laboratories, Inc.)
	7.6, 14.1
	Agreed

	S4-231948
	Time plan for eUET, v0.5
	eUET Co-Rapporteurs (Orange, HEAD acoustics GmbH)
	7.7, 14.6
	Agreed

	S4-231951
	Work Plan for the study on DaCED-v0.4
	Xiaomi Technology
	7.8, 15.5
	Agreed

	S4-231956
	IVAS codec development overview (IVAS-1)
	Huawei Technologies France
	7.5, 14.2
	Agreed

	S4-231968
	Draft TS 26.255 (Codec for Immersive Voice and Audio Services; Error concealment of lost packets)
	Dolby Laboratories, Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5, 14.2
	Agreed

	S4-231969
	draft TS 26.254 (Codec for Immersive Voice and Audio Services; Rendering)
	Dolby Laboratories Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5, 14.2
	Agreed

	S4-231970
	Pdoc ATIAS-1 v0.6.0
	Editor
	7.6, 14.1
	Agreed

	S4-231989
	DRAFT TS 26.253 (Codec for Immersive Voice and Audio Services; Detailed Algorithmic Description incl. RTP payload format and SDP parameter definitions)
	Dolby Laboratories Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5, 14.2
	Agreed

	S4-231994
	Draft TS 26.252 (Codec for Immersive Voice and Audio Services; Test sequences)
	Dolby Laboratories Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5, 14.2
	Agreed

	S4-232000
	Revised WID on Immersive Audio for Split Rendering Scenarios
	SA4
	7.9, 14.10
	Agreed

	S4-232014
	ISAR Requirements, v 0.3.0
	Editor/Audio SWG
	7.9, 14.10
	Agreed

	S4-232029
	IVAS Permanent Document IVAS-8b: Test Plan for Characterization Phase, Version v.0.1.0
	VoiceAge Corporation
	7.5, 14.2
	Agreed


 
 
C.2 Agreed documents (not to be presented to SA4 plenary)
 
	Tdoc    
	Title    
	Source(s)    
	Agenda Item(s)    
	Status    

	S4-231622
	Draft Audio SWG Agenda
	Qualcomm France
	7
	 Agreed

	S4-231661
	Correction in TR 26.933 v0.2.0 (S4-231496) 
	Panasonic Holdings Corporation
	7.8
	 Agreed

	S4-231717
	Echo control on UE
	Beijing Xiaomi Mobile Software
	7.8
	 Agreed

	S4-231875
	IVAS characterization phase testing for IVAS MASA and OMASA operation
	Nokia
	7.5
	Agreed

	S4-231881
	Considerations for IVAS characterization
	Ericsson LM
	7.5
	Agreed


 

 
C.3 Other status than agreed documents (not to be presented to SA4 plenary)
	Tdoc    
	Title    
	Source(s)    
	Agenda Item(s)    
	Status    

	S4-231604
	LS on Revision of P.340
	ITU-T SG12
	7.4
	Noted

	S4-231606
	LS/r on new work item on measurement setups relating to bone conducting (reply to ETSI TB STQ-STQ(23)073023)
	ITU-T SG12
	7.4
	Noted

	S4-231617
	CR on HaNTE round robin test results in TR 26.801 
	HEAD acoustics GmbH
	7.7
	 Revised

	S4-231644
	IVAS Permanent Document IVAS-8b: Test Plan for Characterization Phase, Version v.0.0.1
	VoiceAge Corporation
	7.5
	 Revised

	S4-231701
	UE classification and test structure for ATIAS
	HEAD acoustics GmbH
	7.6
	 Revised

	S4-231709
	Evaluating IVAS Rendering
	Fraunhofer IIS
	7.5
	 Noted

	S4-231718
	Updates of test for stereo UE in ATIAS Pdoc
	Beijing Xiaomi Mobile Software
	7.6
	 Noted

	S4-231751
	Loudness tests for ATIAS
	HEAD acoustics GmbH
	7.6
	 Revised

	S4-231775
	[FS_DaCED] TR 26.933 v0.2.1
	Xiaomi Technology
	7.8
	 Revised

	S4-231776
	On IVAS Level determination
	Xiaomi Technology
	7.5
	 Noted

	S4-231777
	IVAS Room Acoustics Testing Methodologies
	Orange, Philips International B.V., Qualcomm Incorporated
	7.5
	 Noted

	S4-231778
	SWB frequency masks for headset UE, desktop hands-free UE, and handheld hands-free UE
	HEAD acoustics GmbH
	7.7
	 Revised

	S4-231804
	ISAR Performance Requirements
	Dolby Sweden AB
	7.9
	 Noted

	S4-231805
	ISAR Requirements, editor's update after telco on 27 Oct
	Dolby Sweden AB
	7.9
	 Revised

	S4-231806
	[ISAR] Requirements and performance targets
	HuaWei Technologies Co., Ltd
	7.9
	 Noted

	S4-231807
	Revised WID on Immersive Audio for Split Rendering Architectures
	Dolby Laboratories, Inc.
	7.9
	 Revised

	S4-231832
	Updated proposal for JBM performance testing
	Orange
	7.7
	 Revised

	S4-231840
	ATIAS receive loudness and frequency sensitivity characteristics
	Dolby Sweden AB
	7.6
	Noted

	S4-231842
	DRAFT TS 26.253 (Codec for Immersive Voice and Audio Services; Detailed Algorithmic Description incl. RTP payload format and SDP parameter definitions)
	Dolby Laboratories Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5
	Revised

	S4-231845
	draft TS 26.254 (Codec for Immersive Voice and Audio Services; Rendering)
	Dolby Laboratories Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5
	Revised

	S4-231850
	Spatial capture for smartphones and other form factors
	Nokia Corporation
	7.8
	Noted

	S4-231855
	Pdoc ATIAS-1 v0.5.1
	Editor
	7.6
	Revised

	S4-231857
	Example experiment allocation for IVAS Characterization phase
	VoiceAge Corporation
	7.5
	Noted

	S4-231865
	Update on IVAS Floating-Point Code Maintenance
	Dolby Laboratories, Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5
	Noted

	S4-231869
	On ATIAS receiving loudness tests
	Nokia Corporation
	7.6
	Noted

	S4-231870
	Draft TS 26.255 (Codec for Immersive Voice and Audio Services; Error concealment of lost packets)
	Dolby Laboratories, Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5
	Revised

	S4-231879
	Comments on ATIAS
	Orange
	7.6
	Noted

	S4-231880
	Draft TS 26.252 (Codec for Immersive Voice and Audio Services; Test sequences)
	Dolby Laboratories Inc., Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia Corporation, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation
	7.5
	Revised

	S4-231881
	Considerations for IVAS characterization
	Ericsson LM
	7.5
	Agreed

	S4-231931
	Loudness tests for ATIAS
	HEAD acoustics GmbH
	7.6
	Noted

	S4-231934
	UE classification and test structure for ATIAS
	HEAD acoustics GmbH
	7.6
	Noted

	S4-231946
	Updated proposal for JBM performance testing
	Orange
	7.7
	Revised

	S4-231974
	SWB frequency masks for headset UE, desktop hands-free UE, and handheld hands-free UE
	HEAD acoustics GmbH
	7.7
	Noted

	S4-232019
	Updated proposal for JBM performance testing
	Orange
	7.7
	Noted


 
C.4 Other status than agreed documents (to be presented to SA4 plenary)
 
	Tdoc   
	Title   
	Source(s)   
	Agenda Item(s)   
	Status   

	S4-231998
	Work Plan for the ISAR v0.4
	Dolby Laboratories, Inc. (Rapporteur), Audio SWG
	7.9, 14.10
	Not seen by SWG






	
	
	



