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1. Discussion

It has been identified that MeCAR has to define texture + depth media capabilities for two other work items: SR_MSE and IBACS. We would like to thank MeCAR, IBACS and SR_MSE rapporteurs for coordinating on this topic and making this discussion possible. 
Three possible solutions are available to support this in 3GPP based on the existing specifications for video codecs and the proposals in SA4. This document provides a brief analysis. 
We have two use cases to support for this media capability: 
1. Split rendering: requires delivery of a single or stereo view texture + depth information for now. Even if this evolves in the future to accommodate more views, the different views are aligned to the first camera. 
2. Volumetric carriage for AR conferencing: requires delivery of a texture + depth from one or more camera views that are not all aligned to the first camera. 
Both use cases are for real-time delivery and require an RTP payload format. 
The three solutions proposed are listed below with some analysis on their suitability for the use cases. 
A. MV-HEVC: This in our view is a good solution for split rendering cases or other simple scenarios where only one view is needed. The ISO specification is complete and supporting it has no HW requirements. For 10-bit MV-HEVC profile DAM is reached and FDAM will be reached in April 2024. RFC 7798 defines the RTP payload format. 
B. MIV: This allows carriage of multiple texture and depth streams, each as a separate HEVC bitstream, and carries additional metadata in an atlas bitstream. The ISO specification is complete and the RTP payload format is stable having passed working group last call in IETF. It will become an RFC soon. 
C. Carrying single view RGB + Depth as two HEVC bitstreams with a Depth representation information SEI message (the solution is proposed in 1860). However, Depth representation information SEI message was defined to be used in conjunction with auxiliary pictures of type AUX_DEPTH. Those auxiliary picture are present in HEVC bitstream together with primary picture and are carried on layer with nuh-layer-id bigger than 0. Consequently, the proposal from 1860 is in conflict with HEVC specification. There are solutions for this problem that are compliant with existing specification:
a.  MV-HEVC using auxiliary pictures for depth or if we don’t want to use auxiliary pictures and want to carry the metadata, rather than SEI
b.  MIV, where we can carry depth and texture as two HEVC bitstreams  and the metadata separately as single static atlas data. 
The biggest disadvantage of using a non-specified solution in 3GPP is that, this is unproven and untested, creates some market fragmentation and  for both use cases (split rendering and AR conference), this may evolve with people adding features to “fix it” or to support additional functionality. We end up recreating what is done in MPEG or other SDOs and we do it without the rigorous evaluation done in MPEG. 
One of the hurdles for accepting MIV as a solution has been the lack of rendering specification. However, rendering is not defined for any of these solutions or for any video codec in the past.  However, if we want to limit the information that is carried to limit the use case for MIV (or even MV-HEVC) to what is in the scope of the current work, it is possible to do that when defining media capabilities.  

2. Proposal 
[bookmark: _Hlk147407883]The following is proposed: 
· We use MV-HEVC for simple multiview scenarios like split rendering. This codec is fully specified (codec+SDP+RTP), evaluated and future proof. However, to limit the use to single view + depth, we work on how to specify this in MeCAR. 
· We use MIV for volumetric video support for AR conferencing. The codec is fully specified (codec+SDP+RTP), evaluated and future proof. However, to limit the use to the scenarios in scope of IBACS/iRTCW, we work on how to specify this in Mecar. 
· We define both based on an MPEG profile with restrictions if needed. 
· We do not  define misuses of existing specifications to support restricted use cases as they are not future proof and there are better specified existing solutions available already. 
· We define the capabilities in MeCAR without tying them to a particular device type and reference them from SR_MSE and IBACS.
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