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1. [bookmark: _Toc504713888]Introduction
One of the technologies that needs to be evaluated is the compression of neural network models and model updates. In this contribution, we describe a set of scripts that have been pushed to the repository to enable the evaluation of compression techniques.
1. Evaluation of Compression
Compression of Neural Network (NN) modems usually requires a fine tuning step that retrains the model with a limited number of epochs to improve its accuracy after compression. 
We have provided scripts to support this retraining using the Coco dataset and for the object detection scenario. The scripts enable proper loading of the Coco dataset and the access to data batches in the proper format. 
The scripts have been checked to ensure they work with the following libraries:
· Qualcomm AI Model Efficiency Toolkit (AIMET), Link
· Microsoft Neural Network Intelligence (NNI), Link
After running the target compression tools, such as quantization and pruning, the resulting model undergoes several training steps and then saved locally. 
These evaluation scripts are currently limited to PyTorch support and require the model to be traceable.
The scripts are currently accessible through the 5G-MAG rt-ai-ml-evaluation-framework as a new branch: compression, which can be accessed under this Link. 
1. Proposal
We propose to take this input into account and recommend its usage for the evaluation of NN model compression.
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