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Executive summary
[bookmark: _30j0zll]The meeting (19 participants, less than 2 hours) handled all six input documents. 
The meeting outcome is summarized below: 
· ATIAS (4 input documents): Comments on the ATIAS Pdoc v0.5.0, proposals on receive loudness and frequency sensitivity characteristics, and a discussion on performance of stereo and binaural audio were reviewed and noted (S4aA230107, S4aA230108, S4aA230110). Proposals in S4aA230112 on receive tests for SBA and MASA were agreed to be included in the ATIAS Pdoc. 
· eUET: No input Tdoc.
· FS_DaCED (2 input documents): Proposals in S4aA230109 and S4aA230111 were agreed. The Editor of TR 26.933 was tasked to include the proposal in brackets in TR 26.933.


A.I. 1 Audio SWG

A.I. 1.1 Opening of the session and registration of documents

Stéphane presented the informal agenda in Annex A.
This agenda (in Annex A) is approved with the Tdoc allocation

Stéphane: propose to start with ATIAS
Stefan B: suggest start with 108

A.I. 1.2 Reports/Liaison from other groups/meetings

No Tdoc in this A.I.

A.I. 1.3 CRs to features in Release 17 and earlier

No Tdoc in this A.I.

A.I. 1.4 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)

No Tdoc in this A.I.

A.I. 1.5 ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)



	S4aA230107
	Dolby comments to ATIAS PDOC v0.5.0
	Dolby Sweden AB



Presenter: Stefan Bruhn

Comments / questions:
· Stefan B: see editor’s note from HEAD acoustics from Gothenburg, related to 108
· Jan: some replies could be ignored, depending on progress how we use downmixing mode, some comments are obsolete
· Stefan B: previous document may be triggered a discussion that is not concluded, then discussion on pros/cons of loudness rating vs. P.700 loudness, this is possibly something where we find a solution on how much we are able to simplify the test from 26.132
· Stéphane: make sense to have some verification of IVAS 
· Jan: in characterization phase? binaural loudness 
· Stéphane: codec is available
· Jan: will put it in my list, of interest
· Stefan B: have to consider SWB and WB differently, one argument is that no much difference in loudness, still there is some different view from HEAD acoustics
· Jan: not about WB to FB, signal processing might have impact on loudness, to be validated, in annex of P.700 see results on real devices and terminals
· Stefan B: more discussion in the Tdoc in P.700, let’s not go into details, for receive binaural rendering, more question to HEAD acoustics how to understand comment, where we should avoid testing UEs that do not provide a clear acoustic interface
· Jan: we should clearly define UE types, handset just mono, headset, etc. should be clear UE type
· Stefan B: felt that one would not do certain tests; then minor clarification on simulated room reflections that is not reflections in the measurement room; we make to make sure that main focus on binaural rendering, for multiloudspeaker setup important, here concentrate on rendering with binaural, which may clarify. Suggest we could leave it as is.
· Stéphane: suggest progressing offline, make new inputs for Chicago
· Stefan B: prepare another version and upload, so that comments are available to other parties
· Jan: for this meeting?
· Stefan B: for next meeting

Decision: 

S4aA230107 is noted.


	S4aA230108
	ATIAS receive loudness and frequency sensitivity characteristics
	Dolby Sweden AB



Presenter: Stefan Bruhn

Comments / questions:
· Jan: thanks for receive loudness and frequency response, did not get proposal here, in receive expect either acoustic playback (headset…) or electrical interface (BT, USB, …) but how would you either present acoustically mono signal to listener, how to give out audio signal to interface, this proposal would have just the decoder output, we let the IVAS codec do the mono decoding, bypasing everything in terminal, signal processing of device, explain in detail?
· Stefan B: different figure in mind, particular render is avoided,I would see that for the case of IVAS decoder followed by some kind of binaural render we would have an output to L/R speakers channels, also the IVAS codec ooperated in mono mode would access these 2 speaker channels, it’s the same, here the IVAS renderer is bypassed, don’t think task of ATIAS task to characterize the IVAS renderer. Want to access L/R channels, accessed by IVAS renderer,
· Jan: proposal is to use IVAS codec in by pass mode, to downmix? Also for ambisonic or multichannel?
· Stefan B: it would as long as we do binaural rendering, then output is L/R headphone signals, from outside, you may see the IVAS codec as a black block, you would know whether the IVAS renderer is used, or if it’s a pass-through operation, same for stereo, pass-through, this would be a black box, not relevant wether IVAS is using a renderer or not.
· Jan: proposal only for electrical interface where no acoustics is involved or if loudspeaker or specific headset is applied?
· Stefan B: exclude multiloudspeaker systems like 5.1, if assume that have a terminal that comes with some kind of tethered earbuds, it would part of this, we could do acoustic measurements
· Jan: you feed two ear recordings in IVAS by pass mono modes, it’s  subsequent analysis, then replacement on how to evaluate recevie sensitivities of L/R ears
· Stefan B: this is the more detailed question, also question on how to do loudness ratings, maybe here still taking one step back, to discuss more fondamental question, to do measurements and frequency sensitivity for all formats that IVAS supports or is it sufficient to asumme that an IVAS binaural renderer will output a L/R channel, to evaluate certain properties of L/R channels related to immersion or stereo, already proposed interchannel time or level difference, for loudness or frequency sensitivtiy we could just do measurements on both channels, carrying essentially the same signal
· Stéphane: more comments ?
· Stefabn B: more specific, more suitable in Chicago
· Stéphane: no WB in proposal
· Stefan B: could be added
· Stéphane: can you negotiate IVAS to be able to do this measurement?
· Stefan B: can negotiate in EVS interop mode, if concern to use EVS, can do similar things operating in stereo mode, but assume EVS is also available
· Jan: exactly my understanding when reading document that proposal if terminal in receive, call would be a mono call, encoder just encode in mono, not operation we want if terminal produces binaural / stereo data in 2 channels, call in stereo or other formats, create L/R channels over electric or acoustic, then use bypass to analayze signals, additional tool, otherwise we bypasse interesting part in receive terminal
· Stefan B: discussion what is interesting part, if takes a complete different path, agree possibly operate codec in stereo mode, sure accessing L/R channel interfaces in proper way, this is something we should retain for further discussion
· Jan: does not make sense to operate , temrinal can take FOA and turn to binaural but shift whole device to mono, if additional tool, IVAS downmix, otherwise
· Stéphane: is it a problem to have renderer included?
· Stefan B: for loudness and frequency , can do it for ambisonic, question how to separate , why use ambisonics, why not use multichannel or some kind of object based content, shall we do tests with all suported formats? My view is that it may not be necessary, wnt to make sure get a defined signal at interface between decoder/renderer to output channels, that this can be just if not mono signals, just regular stereo signals and we don’t use any kind of combination or any effort on testing all conceivable IVAS formats
· Stéphane: before ATIAS, we had different formats scene-based
· Stefan B: not saying only tests, other tests evaluating immersive features, further tests, but for loudness what is the big difference if ambisonic or stereo or whatever, shouldn’t this be the same for everything? If want to capture properties
· Stéphane: up to UE vendors, but don’t know if valid to say audio signal path is the same for all 

Decision: 

S4aA230108 is noted.


	S4aA230110
	Discussion on performance of stereo and binaural audio
	Beijing Xiaomi Mobile Software



Presenter: Ninghang Wu

Comments / questions:
· Tomas: difficult to understand what we are trying to do, some subjective description but then different degrees, what are you trying to achieve
· Ninghang: describe subjective performance, for stereo audio agreement, stereo only captures limited area of sound, should be define, at start we write tbd
· Tomas: don’t understand basic principle, it take item 2, source from certain angle, describe where it comes from
· Ninghang: for receiving end we want playback for stereo made agreement that stereo can have sound between two playback speakers, just want to make some discussion, for receive end for stereo we express where are limits, just make some agreement on such performance
· Stéphane: we have test methods, match
· Ninghang: previous proposal on stereo test method, for this proposal relation on how we setup test method, if test sounds for all directions or limited directions
· Stéphane: easier to comment on the Pdoc?
· Stefan B: also suggest to match structure of current Pdoc, sending end and receiving end are separated, here essentially document puts sending and receiving close to each other, for me difficult to fit this in present Pdoc, also see problem conceptually that here something based on subjective evaluations while other methods are based on objective criteria, discuss on how to fit it in current structure; need possibility on how to discuss
· Ninghang: starting of objective tests, want to do contribution for objective test, not agree what is stereo test will be like, helpful if define basic performance, and other performance audio; if possible to include it as stereo test methods
· Stefan B: agree this may a possibility, keep in mind Pdoc is predecessor of specification we want to create, this has to happen soon, have to come to way forward to transform in a real specification, make sure we get a good structure and connect things in a logical way, proposal to keep in mind what to achieve
· Ninghang: just agree on content, then update on test methods
· Stéphane: take latest Pdoc and implement proposals in the Pdoc
· Ninghang: it is better as you suggested

Decision: 

S4aA230110 is noted.
A revision is invited where the proposals are included in the latest Pdoc with change marks.


	S4aA230112
	On ATIAS receiving tests with SBA and MASA input formats
	Nokia Corporation



Presenter: Arvi Lintervo

Comments / questions:
· Jan: on figure 1, just wrote binaural output, again electrical interface, no acoustic playback or signal processing, just decoder/renderer output? 
· Arvi: correct
· Jan: difficulties if acoustical playback over headphones or loudspeakers
· Arvi: regarding acoustical path, the time difference evaluation via headphones, in some test, with this coarser time resolution one may produce 15 microsec difference if placement is not correct, no view on signal processing impact
· Jan: something to consider
· Stéphane: proposal to be implemented in the Pdoc as as suggested? Answer: yes. Please send implementation to editor.

Decision: 

S4aA230112 is agreed.



A.I. 1.6 eUET (Enhancements to UE Testing)

No Tdoc in this A.I.


A.I. 1.7 FS_DaCED (Feasibility Study on Diverse audio Capturing system for End-user Devices)


	S4aA230109
	Usage Scenarios for FS_DaCED
	Panasonic Holdings Corporation



Presenter: Srikanth Nagisetty

Comments / questions:
· Wangbin: two comments, capturing type is multimicrophone type capture, give more details on microphone placements and how many microphones, other comment in summary to allow listener Harry feel immersed, it is not very clear, how to define immersed? If it is enough to only have horizontal information or also vertical information? For capturing side requirement is different, if only horizontal information is enough we can use 5.1, if need vertical, need other format.
· Srikanth: for multimicrophone, minimum of two or more microphones, up to manufacturers, assume that it can two or more; for second question, it depends on capability of capturing device, if ability to capture, possibile to capture binaural and render binaural format. Immersiveness can be captured.
· Wangbin: for microphone placement mean that minimum of two microphones on smartphone for current situation. Do you expect which audio format can be captured from multimicrophone to get the audio performance that is required?
· Srikanth: depends on selection of microphone placement and orientation.
· Stéphane: can agree?
· Wangbin: yes can include in brackets

Decision: 

S4aA230109 is agreed.
The Editor of TR 26.933 (Wangbin Wang, Xiaomi) is tasked to include the proposal in brackets in TR 26.933 

	S4aA230111
	Proposal on more UE categories determination
	Beijing Xiaomi Mobile Software Co., Ltd



Presenter: Ninghang Wu

Comments / questions:
· Lasse: thank you for providing the additional data
· Stéphane: agree on proposal to include text in brackets? Answer: yes

Decision: 

S4aA230111 is agreed.

Stéphane: we can expect a revision of TR 26.933 for the next meeting


A.I. 1.8 ISAR (Immersive Audio for Split Rendering Scenarios)

None.


A.I. 1.9 Others including TEI

None.


A.I. 1.10 New Work / New Work Items and Study Items

None.


A.I. 1.11 Close of the session

Stéphane: Next meeting on ATIAS, eUET and FS_DaCED is the SA4#126 meeting in November 13-17, 2023. Submission deadline is : November 7.
Thank you to the host HEAD acoustics.

The meeting was closed at 17:38 CEST.


Annex A – Meeting agenda
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Document for:	Approval
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Agenda for this telco (keeping only relevant items from the unique agenda for 3GPP SA4 AH telcos post-125):

	1
	Audio SWG
	

	1,1
	Opening of the session and registration of documents
	

	1,2
	Reports/Liaisons from other groups/meetings
	

	1,3
	CRs to features in Release 17 and earlier
	

	1,4
	IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)
	

	1,5
	ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)
	S4aA230107n (Dolby, comments to Pdoc)
S4aA230108n (Dolby, receiver tests)
S4aA230110n (Xiaomi, stereo/binaural perf.)
S4aA230112a (Nokia, test signals)


	1,6
	eUET (Enhancements to UE Testing)
	

	1,7
	FS_DaCED (Feasibility Study on Diverse audio Capturing system for End-user Devices)
	S4aA230109a (Panasonic, usage scenarios)
S4aA230111a (Xiaomi, UE categories)



	1,8
	ISAR (Immersive Audio for Split Rendering Scenarios)
	

	1,9
	Others including TEI
	

	1.10
	New Work / New Work Items and Study Items
	

	1.11
	Close of the session
	



Legend for Tdocs:
· Color: not-yet processed, processed, late, withdrawn, moved to a different A.I., under email agreement
· a agreed, app approved, n noted, pa partially agreed, np not pursued, pp postponed…
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	Huawei – Huan-Yu Su

	Nokia – Lasse Laaksonen

	Nokia - Arvi Lintervo

	Nokia – Anssi Rämö

	Orange – Stéphane Ragot

	Panasonic – Akira Harada

	Panasonic - Hiroyuki Ehara

	Panasonic - Srikanth Nagisetty

	Philips – Marek Szczerba

	Qualcomm - Andre Schevciw

	VoiceAge - Milan Jelinek

	Xiaomi – Nien Wu

	Xiaomi – Wang Bin





Annex C - Documents status

	[bookmark: _1fob9te]Tdoc
	Title
	Source(s)
	Agenda Item(s)
	Status

	S4aA230107
	Dolby comments to ATIAS PDOC v0.5.0
	Dolby Sweden AB
	1.5
	Noted

	S4aA230108
	ATIAS receive loudness and frequency sensitivity characteristics
	Dolby Sweden AB
	1.5
	Noted

	S4aA230109
	Usage Scenarios for FS_DaCED
	Panasonic Holdings Corporation
	1.7
	Agreed

	S4aA230110
	Discussion on performance of stereo and binaural audio
	Beijing Xiaomi Mobile Software
	1.5
	Noted

	S4aA230111
	Proposal on more UE categories determination
	Beijing Xiaomi Mobile Software Co., Ltd
	1.7
	Agreed

	S4aA230112
	On ATIAS receiving tests with SBA and MASA input formats
	Nokia Corporation
	1.5
	Agreed







