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* * * Next Change * * * *
5.x	Scenario #1.2: Low delay applications of stereoscopic 3D video
[bookmark: _Toc137640730]5.x.1	Overview
While scenario #1.1 focuses the use case of streaming of stereoscopic 3D content, there are several other use cases for such content where the latency requirements are stricter compared to the lax latency requirements of the streaming use case. For example, with the advent of modern-era XR devices, video conversational applications exchange stereoscopic 3D content. Some of the other use cases may include the stereoscopic content exchange for split rendering over edge where a (partially) rendered stereoscopic view may be exchanged between the edge cloud server and the device. Such low latency applications will demand different source formats (resolutions, framerates etc.), coding settings, as well as transport considerations to cater for this lower latency requirement.
5.x.2	Review of previous work
[bookmark: _Toc137640738][bookmark: _Toc112909630][bookmark: _Toc112910141]The evaluation of AVC based stereoscopic 3D coding techniques done in TR 26.905 [3] was primarily focused on download and streaming scenarios. Similarly, most other normative aspects specified had been for download or streaming use cases e.g. in 3GPP DASH in TS 26.247 [3], the 3GPP file format in TS 26.244 [5], IMS in TS 26.114 [6], VR profiles in TS 26.118 [7], and MBMS in TS 26.347 [8]. Reduced resolution frame packing is not sufficient because of the detrimental impact on quality due to resampling, as noted in TR 26.905 [3]. On the other hand, using full resolution frame packing on is not as efficient as multiview based coding because of either the complete loss or limitations of using inter-layer prediction.
Hence in addition to a study on the streaming applications of stereoscopic 3D video content, realtime delivery aspects also need to be studied.
5.x.3	Evaluation criteria and metrics
The evaluation for the performance of coding stereoscopic 3D content for low delay applications can be done in alignment with the evaluation for streaming applications. However, low delay configurations instead of random access ones, would need to be considered. Additional criteria include:
1. Assessment/discussion of hardware impact; there are two possibilities for this:
a. There is existing hardware product-grade support for the tool. In that case, refer to the example hardware.
b. There is no existing hardware support. In this case, a discussion/description with justifications on the expected impact on hardware implementations is provided, or reference to existing demos etc.
2. Codec performance evaluation
a. PSNR-based Rate-Distortion (RD) objective performance evaluation, where the RD performance is compared for various solutions with a fixed QP encoding setting to get the plotting data points. A better PSNR-based RD performance is preferred, keeping in view the expected hardware complexity impact.
b. Subjective performance evaluation.

5.x.4	Evaluation methodology
5.x.4.1	Objective performance evaluation
For an objective performance evaluation, suitable source test content should be identified that is accepted by video experts as representative content. Some of the important parameters for the content include the resolution, framerate, bit depth, color subsampling, and the duration, of the content in addition to the number of views available. Reference software for a specific solution is to be used with fixed QP encoding settings to generate each plotting point on the PSNR RD curves. The encoding settings (e.g. prediction types IPP or IBB etc.) are to be decided by experts, considering the complexity and latency needs for the scenario. The resulting curves can directly be used for comparison by plotting them together with an anchor, i.e. simulcast encoding of both views, or by computiing the Bjøntegaard Delta (BD) rate metric compared to the anchor.
5.x.4.2	Subjective performance evaluation
The suggested methodology for subjective performance evaluation is to follow the “Expert Viewing Protocol” (EVP) that has been used in JVET for this purpose. The EVP visual evaluation protocol is standardized in [xz] with the following main features:
1. 9 experts participate as viewers in each EVP session,
2. The “unimpaired” Source video Clip (SRC) is shown once, followed by two Processed Video Sequences (PVSs),
3. Experts are required to compare the PVS with the SRC, and to rate them separately.
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