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1 Introduction
In the current development phase of ISAR WI, setting up requirements and performance targets is one of the focuses. The source would like to share our view on this aspect and make some recommendations.

2 Discussion
Split renderer by its nature is trying to off-load computational complexity from end-point devices, like XR glasses or HMDs, by leveraging more powerful hosting units, like powerful mobile phones or network edge units. In doing so, inevitable trade-offs will take place that impact a few important aspects. Below is a list of drawbacks that SR is facing:
· End to end one-way transmission latency will likely to increase
· Speech/audio quality will decrease
· XR motion to sound latency will increase
· Network equipment cost will increase
· Network maintenance/operating cost will increase

It is our view that if any one of these degradations gets out of control, SR will have significant difficulty to be deployed. 
In addition to the above, it is worth noting that in the context of interactive communication applications, SR only reduces the computational complexity of the downlink/receiving direction, i.e., roughly half of the total computational complexity is addressable. This is different than one-way media distribution type of applications like AR/XR where a much larger portion of the complexity is addressable by SR approach. When the tangible gain is limited, it is therefore even more important to guarantee there is no perceivable degradation in speech/audio quality by introducing SR technologies for interactive communication applications, like IVAS. 

3 Proposal
It is proposed to include the following, including the note, in the clause 5.7 and/or clause 8 of TR 26.865:
· The codec for the intermediate representation should be transparent, i.e., no more than [2] MUSHRA points degradation comparing to native decoder/renderer reference without head movement. 
· The SR overall performance with head tracking should be no more than [2] MUSHRA points degradation comparing to native decoder/renderer reference. 
· End to end latency: no more than [x]ms increase comparing to native decoder/renderer reference.
· Motion to sound latency: no more than [y]ms increase comparing to native decoder/renderer reference.

Note: Evaluation on speech/audio quality needs to be performed with real network characteristics, such as the loop-back latency from UEgNBCore NetworkgNBUE, and the Network jitter/congestion effects that contribute to a varying loop-back latency.
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